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SUMMARY

This Working Paper is the contribution of the French STNA to the definition of an SNDCF for using an IP network as a subnetwork suitable for ATN communications.

This document investigates the performance issues identified during the 2nd SGB1 meeting held in Gatwick during June 2001

TABLE OF CONTENTS

51
Introduction

2
Assumptions
5
3
References
6
4
Performance issues
7
4.1
Introduction
7
4.2
Congestion Management
7
4.2.1
State of the art in the IP universe
7
4.2.2
Reference Documentation
8
4.2.3
Impacts on the ATN IP SNDCF
9
4.2.4
Proposed actions
9
4.3
Priority
10
4.3.1
State of the art in the IP universe
10
4.3.2
Reference Documentation
10
4.3.3
Impacts on the ATN IP SNDCF
10
4.3.4
Proposed actions
10
4.4
Transit delays
10
4.4.1
State of the art in the IP universe
10
4.4.2
Reference Documentation
11
4.4.3
Impacts on the ATN IP SNDCF
11
4.4.4
Proposed actions
11
4.5
Data integrity / Residual Error Rate
11
4.5.1
State of the art in the IP universe
11
4.5.2
Reference Documentation
12
4.5.3
Impacts on the ATN IP SNDCF
12
4.5.4
Proposed actions
12
4.6
Extra overhead
12
4.6.1
State of the art in the IP universe
12
4.6.2
Reference Documentation
13
4.6.3
Impacts on the ATN IP SNDCF
14
4.6.4
Proposed actions
14
4.7
Segmentation / re-assembly
14
4.7.1
State of the art in the IP universe
14
4.7.2
Reference Documentation
14
4.7.3
Impacts on the ATN IP SNDCF
15
4.7.4
Proposed actions
15
4.8
Availability
15
4.8.1
State of the art in the IP universe
15
4.8.2
Reference Documentation
15
4.8.3
Impacts on the ATN IP SNDCF
15
4.8.4
Proposed actions
15
4.9
Interoperability between IP vendors
16
4.9.1
State of the art in the IP universe
16
4.9.2
Reference Documentation
16
4.9.3
Impacts on the ATN IP SNDCF
16
4.9.4
Proposed actions
16
4.10
Timers and interactions of timers in different layers
16
4.10.1
State of the art in the IP universe
16
4.10.2
Reference Documentation
16
4.10.3
Impacts on the ATN IP SNDCF
16
4.10.4
Proposed actions
17
5
RECOMMENDATION
17



1 Introduction

During the ATNP WGB meeting at Honolulu, March 2001, it was decided to progress the inclusion of an IP SNDCF into the ATN ICS SARPs.

A meeting held in NATS premises at Gatwick, UK, during June 2001 has permitted to investigate the possible ways for specifying procedures and guidelines concerning a possible SNDCF for using IP as an ATN subnetwork. During this session, a list of items requiring further investigations has been draw-up, and actions assigned to participants for the third ATNP/SG-B1 session.

This document is the French STNA contribution to this process. It brings some material and ideas concerning performance issues identified during the 2nd SGB1 working session at Gatwick:

· IP Sub-net performance issues:

· Congestion Management.

· Priority handling.

· Transit delays.

· Data integrity / Residual error rate.

· Extra overhead.

· Segmentation / re-assembly.

· Availability.

· Interoperability between IP vendors.

· Timers and interactions of timers in different layers.

2 Assumptions

The discussion made in this document relies on the following assumptions:

· The IP SNDCF may be used indifferently inside ATN ES or ATN BIS. It permits seating the ATN inter-network on top of an IP subnetwork.
· Since ATN over IP may use existing IP infrastructure, the IP SNDCF should not formulate heavy constraints against the IP environment (such as, for example, use of a particular protocol version, specification of a specific IP subnetwork addressing plan, use of IP features not widely implemented on IP equipment).

· The IP subnetwork is made of 'off-the-shelf' equipment. Hence, the study is based on the IP protocol profiles these equipment are supposed to implement (these profiles are usually described in 'best-current-practice' RFCs).

· As a consequence, it is not desirable to over-specify the IP protocols implemented by these equipment. However, it may be still acceptable to over-specify the IP stack of the ATN ES or BIS, since this equipment should be ATN specific.

· Today's operational IP subnetworks use the version 4 protocol. Taking full efficiency of the version 6 requires over specifying the IPv6 draft standard (e.g. for managing QOS). Therefore, this document focused on a version 4 IP subnetwork. However, most of the performance issues discussed in this document are applicable to IPv6.

3 References

These Request For Comments documents (sorted by numbers) are referenced in this working paper:

COMM-REQ
RFC 1122 – Requirements for Internet Hosts – Communication Layers

CONG
RFC 2581 – TCP Congestion Control
RFC 2582 – The NewReno Modification to TCP's Fast Recovery Algorithm
RFC 2988 – Computing TCP's Retransmission Timer
RFC 3042 – Enhancing TCP's Loss Recovery Using Limited Transmit

DIFF-SRV
RFC 2474 – Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers

ECN
RFC 2481 – A Proposal to add Explicit Congestion Notification (ECN) to IP
RFC 3168 – The Addition of Explicit Congestion Notification (ECN) to IP

ECN-EVAL
RFC 2884 – Performance Evaluation of Explicit Congestion Notification (ECN) in IP Networks

ETE-ERROR
RFC 3155 – End-to-end Performance Implications of Links with Errors

ETE-SLOW
RFC 3150 – End-to-end Performance Implications of Slow Links

ICMP
RFC 792   – Internet Control Message Protocol

IPCOMP
RFC 3173 – IP Payload Compression Protocol (IPComp)

IP-REQ
RFC 1812 – Requirements for IP Version 4 Routers

IP-V4
RFC 791   – Internet Protocol

IP-V6
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

MTU-V4
RFC 1191 – Path MTU discovery

MTU-V6
RFC 1981 – Path MTU Discovery for IP version 6

RED
RFC 2309 – Recommendations on Queue Management and Congestion Avoidance in the Internet

ROHC
RFC 3095 – RObust Header Compression (ROHC)

SACK
RFC 2018 – TCP Selective Acknowledgement Options
RFC 2582 – The New Reno Modification to TCP's Fast Recovery Algorithm
RFC 2883 – An Extension to the Selective Acknowledgement (SACK) Option for TCP

TCP
RFC 793   – Transmission Control Protocol

TCPIP-COMP
RFC 1144 – Compressing TCP/IP Headers for Low-Speed Serial Links
RFC 2507 – IP Header Compression
RFC 2508 – Compressing IP/UDP/RTP Headers for Low-Speed Serial Links
RFC 2509 – IP Header Compression over PPP

UDP
RFC 768   – User Datagram Protocol

4 Performance issues

4.1 Introduction

This working paper investigates aspects of an IP internetwork that may impact the overall ATN network performance when IP is used as an ATN subnetwork. The focus is made on topics identified at the Gatwick SGB1 meeting.

These study has been extensively based on the RFC published as of September 2001.

It shall be noted that that IETF has created a working-group dedicated to the study of Protocol Implication of Link Characteristics (PILC). This work-group has recently published two documents ([ETE-ERROR] and [ETE-SLOW]) that are of prime interest, because they are closely related to the performance issues discussed here. The document [ECN-EVAL] is also interesting because it provides some background on the congestion management inside TCP/IP.

Hence, we recommended reading these documents to acquire a general feeling on the IP today.

The following paragraphs discuss on every identified performance issue, through the following steps:

1) Attempt is made to summarise the current practices inside IP ("State of the art").

2) A reference is made to some documentation (RFCs) closely related to the subject.

3) Impact of the performance issue on the ATN IP SNDCF is analysed.

4) This led STNA to propose some actions to endorse the subject in the ATN specifications and/or ATN guidance material.

4.2 Congestion Management

4.2.1 State of the art in the IP universe

Reading various RFC on the subject, it appears that congestion management is a key point in the TCP/IP infrastructure. As of today, congestion management in TCP/IP is based on the assumption that packet loss denotes congestion somewhere in the IP network.

Both TCP in terminal systems and IP in routers participate in congestion management. A good summary of mechanisms implemented in these devices may be found in [ECN-EVAL] and [ETE-ERROR]. The role of every network component may be summarised as following:

· Routers:

Routers maintain sending queues. When the size of the sending queue exceeds a given threshold, the router starts dropping some datagrams. Additionally, it should reply-back to the sender with a 'source-quench' ICMP message.

Older routers implemented a strategy called tail drop. Oldest packets in sending queue were dropped in order to limit the size of the queue. This approach was simple to implement but suffered some drawbacks: 1) there was no anticipation of the congestion; 2) there was maximum chance that packets dropped correspond to the same sender (same connection); hence; this induced additional delays for propagating the congestion condition to all senders.

Recent routers integrated an evolution of the queuing algorithm called Random Early Detection ([RED]). The basis of this algorithm consists in dropping randomly packets once the sending queue has exceeded a minimum threshold. Additionally, the drop ratio increases (up to 100%) as the sending queue fill up. The main effect of this strategy consists in sending to all senders TCPs a signal when a router is about to get congested. However, since the signal is a packet loss, this algorithm does not avoid packet loss, but tends to limit it to the minimum for insuring the global network stability.

Some experimentation is in progress concerning a congestion management algorithm that should prevent packet loss for congestion reasons. This algorithm called Explicit Congestion Notification ([ECN]), asks the router to set a bit in IP header when congestion threshold is exceeded, instead of dropping. Reception of packet with the congestion bit instructs the recipient TCP to ask the sender to reduce its sending window (same idea than the ATN TP4 congestion avoidance).

· Terminal systems: 

With the exception of ECN, the sender TCP assumes the network is congested when packet loss is detected. Since 1988 a variety of congestion management algorithms have been specified and implemented. As of today, most routers implement slow-start and congestion avoidance ([CONG]). Without entering into details, the global effect of these algorithms consists in decreasing the sending window when congestion occurs (i.e. retrans in sending TCP), and increasing it when getting uncongested. Additionally, [COMM-REQ] mandates TCP implementation to reduces their sending window when receiving an ICMP 'source-quench' message (and recommends using slow-start for this purpose).

As of today, there is no known means to differentiate packet loss for congestion reason and for other reasons. Stability of the IP network requires processing packet loss as resulting from congestion. Hence, sending on a media with a high Residual Error Rate would result in very bad performance. Some additional algorithms, called fast-retransmit and fast-recovery ([CONG]), have been introduced to mitigates the effect of packet loss on the congestion management, as well as improving performance and responsiveness when packet are dropped.

Fast-retransmit consists in re-transmitting a packet when receiving several duplicated ACK (usually 3) requesting a particular packet (meaning this packet has been probably lost). This mechanism anticipates the retransmission and hence avoids an unnecessary delay. It relies on the generation of ACK when data is received with non-continuous numbering (i.e. a gap is detected in the receiving window). Limited transmit update this algorithm by allowing transmission of a limited number of datagrams beyond the congestion window in case of duplicated ACK.

Fast-recovery controls the congestion policy after fast-retransmit has been performed on sender side. Without entering into details, fast-recovery delays the use of slow-start after fast-retransmit until the packets that provoked the duplicated ACKS (i.e. packets after the gap) are acknowledged. After that, slow-start is performed, as it would be the case on retransmission timeout. NewReno modify the algorithm to perform recovery more smoothly while fast-recovery is in progress.

According to [ETE-ERROR], any TCP/IP stack (including OEM routers and communication stacks on host systems) should implement these four algorithms.

Experiences are currently in progress for improving fast-recovery and fast-retransmit procedures when several packets are dropped in the same TCP window. These algorithms make use of the selective acknowledgement option of TCP ([SACK]).

4.2.2 Reference Documentation

The algorithms presented in the previous paragraphs are specified in the following document:

ICMP
RFC 792   – Internet Control Message Protocol

CONG
RFC 2581 – TCP Congestion Control
RFC 2582 – The NewReno Modification to TCP's Fast Recovery Algorithm
RFC 2988 – Computing TCP's Retransmission Timer
RFC 3042 – Enhancing TCP's Loss Recovery Using Limited Transmit

RED
RFC 2309 – Recommendations on Queue Management and Congestion Avoidance in the Internet

ECN
RFC 2481 – A Proposal to add Explicit Congestion Notification (ECN) to IP
RFC 3168 – The Addition of Explicit Congestion Notification (ECN) to IP

SACK
RFC 2018 – TCP Selective Acknowledgement Options
RFC 2883 – An Extension to the Selective Acknowledgement (SACK) Option for TCP

The following documents provide a synthetic view on the congestion management inside TCP/IP.

ECN-EVAL
RFC 2884 – Performance Evaluation of Explicit Congestion Notification (ECN) in IP Networks

ETE-ERROR
RFC 3155 – End-to-end Performance Implications of Links with Errors

COMM-REQ
RFC 1122 – Requirements for Internet Hosts – Communication Layers

IP-REQ
RFC 1812 – Requirements for IP Version 4 Routers

4.2.3 Impacts on the ATN IP SNDCF

As indicated in the paragraph above, the congestion management in TCP is triggered by the loss of packet in IP routers.

The ATN Transport layer uses a congestion avoidance algorithm that relies on explicit congestion notification by the CLNP layer (similar to the experimental TCP/IP ECN).

Without added specification in the ATN SARPs, packet loss inside the IP subnetwork will be recovered on timeout, and will not interfere with congestion management. It shall be noted that this timer, although adaptive since SARPs Ed 3, may have an important value if one of the path segments is slow (e.g. air/ground link).

It shall be noted that the same problem (congestion not detected by the sender) exists within the ATN CLNP layer: if for any reason an ATN router gets congested and drops some (even all) datagrams, this could result in a catastrophic situation where the network congestion is not detected by the receiving transport entity (because most CLNP datagrams with the CE bit are dropped by the router).

The IP SNDCF could possibly rely on the reception of ICMP 'source-quench' in case of congestion. However, managing congestion this way is quite rough, and moreover subject to caution; it requires ability to receive ICMP messages in terminal systems, and also that routers generate this message when appropriate and forward it to terminal systems.

Consequently we may assume that congestion in the IP subnetwork will be neither detected, nor handled by the ATN transport layer as it is specified today.

We may also notice that the ATN transport layer may react inefficiently (i.e. with too much delay) to packet loss, because of the lack of specific recovery mechanism on the sender side (such as fast-retransmit or fast-recovery for instance).

The maximum accuracy for managing congestion inside IP would probably be obtained by using TCP. Regarding the number of RFC produced on the subject (even recently), congestion management inside the Internet appears to be one of the IETF favourite subject. As a consequence, TCP is updated regularly to incorporate new recovery mechanisms that improve the overall performances in case of loss or congestion.

4.2.4 Proposed actions

Several actions are possible to overcome these problems (the list may not be exhaustive):

· Implement into the ATN TP4 layer the same congestion algorithm as in TCP (at least slow-start and congestion avoidance, and possibly fast-retransmit and fast-recovery). It shall be noted that some commercial implementations of the OSI TP4 already implement some of these algorithms.

· Preserve the consistency of the TCP/IP congestion management by sitting the IP SNDCF on top of TCP. However, due to the complex nature of TCP, and to the redundancy of its functions with the ATN TP4 ones, harmful interactions between layers may result from this choice. Additionally, it may seem inefficient to push a full communication stack onto an other.

Although the ECN algorithm is very similar to the ATN congestion management, its current experimental status does not offer a sufficient guarantee of availability on standard IP devices.

4.3 Priority

4.3.1 State of the art in the IP universe

Prioritisation of flows is made possible by using either the 'Type Of Service' field of the IPv4 header (8 possible levels of precedence), or using the 'Traffic classes' field in the IPv6 header.

Use of the TOS precedence in IPv4 is recommended by [IP-REQ]. However, according to [DIFF-SRV], there is no guarantee that all IP equipment manufacturers support efficiently priority, or if supporting it, that priority management relies on the setting of the TOS precedence bits. Moreover, [DIFF-SRV] proposes a different semantic of the IPv4 TOS field for the purpose of selecting differentiated services.

4.3.2 Reference Documentation

Management of connection priority is discussed by the following documents:

IP-REQ
RFC 1812 – Requirements for IP Version 4 Routers

DIFF-SRV
RFC 2474 – Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers

Specification of IP protocols (and headers) resides in the following document:

IP-V4
RFC 791   – Internet Protocol

IP-V6
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

4.3.3 Impacts on the ATN IP SNDCF

The ATN IP SNDCF may specify a mapping of the CLNP priority (15 bands) to the priority bits in the IP header (8 possible levels in the IPv4 TOS).

However, there is no real guarantee that setting-up the IP priority will benefit the ATN; although [IP-RT] recommends its management in routers. However, there is no real risk in doing so, since evolution of the TOS semantic should be compatible (according to [DIFF-SRV]).

4.3.4 Proposed actions

Possible actions concerning the priority management inside the IP SNDCF:

· Either, no priority mapping is defined.

· Or, a priority mapping is defined. However, IPv6 currently lacks specification concerning the bits reserved for this purpose (traffic classes).

4.4 Transit delays

4.4.1 State of the art in the IP universe

The IP user may be able to indicate a preference concerning the Transit delay. However, the status of transit-delay management is almost the same as the priority management, because it uses the same fields in the IP header.

For IPv4, a particular bit in the TOS field allows the user to select either a Normal Delay (default), or a Low Delay. Although there is no guarantee that commercial IP routers manage this bit efficiently, [IP-RT] recommends doing it.

For IPv6, it is anticipated that the 'traffic classes' field in the IP header manages such QOS parameters. However, definition of this field in IPv6 currently lacks specification. Investigations are in progress for implementing differentiated services based on this field.

4.4.2 Reference Documentation

Management of connection priority is discussed by the following documents:

IP-REQ
RFC 1812 – Requirements for IP Version 4 Routers

DIFF-SRV
RFC 2474 – Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers

Specification of IP protocols (and headers) resides in the following document:

IP-V4
RFC 791   – Internet Protocol

IP-V6
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

4.4.3 Impacts on the ATN IP SNDCF

Although a mapping of the CLNP transit-delay value to the delay bit in the IPv4 TOS field would be possible, it is not sure this will benefit the ATN.

Moreover, IPv4 TOS and IPv6 Traffic-classes are undergoing a semantic change due to the specification of differentiated services. Therefore, it may be unreliable to support the current semantic of these fields.

4.4.4 Proposed actions

We recommend to avoid passing the CLNP transit-delay to the IP subnetwork until the status of differentiated services and its relation with transit-delay is made clear.

4.5 Data integrity / Residual Error Rate

4.5.1 State of the art in the IP universe

Both TCP and IP check data integrity.

TCP computes and verifies a checksum over the entire TCP segment (TCP header + user-data). It includes in this computation a pseudo-header containing network related information, primarily for the purpose of detecting wrong routing (e.g. delivery to a network user other than the user identified by the destination IP address).

IP computes and verify checksum only over the IP header, to insure consistency of the routing information in the datagram. Hence, integrity errors concerning the user-data are only checked in the destination systems.

Integrity errors are mostly imputable to subnetwork media and hardware. According to document [ETE-ERROR], the TCP/IP congestion management is a trade-off between a prompt adaptation of the sending windows when congestion occurs, and efficiency of the protocol for recovering from integrity errors and packet loss. This is because there is no way to distinguish a packet lost because of congestion and a packet loss for integrity reasons. This point has two main implications in the Internet:

· The Internet protocol architecture is designed to favour congestion management against error recovery. Efficiency of the protocol requires using media with a low RER: sending data over a media with a high RER would abuse the sender, by wrongly detecting a congestion while no congestion occurred. In this situation, the sender may react by drastically reducing the sending window, even up to the minimum if errors are frequent; this would result in bad performances.

When use of noisy links is required, [ETE-ERROR] recommends to use Forward Error Correction mechanism in order to decrease the RER down to an acceptable value. However, this is at the additional cost of extra hardware and software, and requires also agreement on the stack profile between the two ends of the link.

· Since packet loss tends to make TCP enter congestion, additional mechanisms have been specified to mitigates the effect of packet loss on congestion management and recover quickly from such occasional loss. These algorithm called fast-retransmit and fast-recovery are implemented by most TCP software. 

4.5.2 Reference Documentation

The following documents provide a synthetic view on the error management inside TCP/IP.

ETE-ERROR
RFC 3155 – End-to-end Performance Implications of Links with Errors

Fast-retransmit and fast-recovery algorithms are specified in the following document:

CONG
RFC 2581 – TCP Congestion Control

4.5.3 Impacts on the ATN IP SNDCF

The management of data integrity inside the IP internetwork and the ATN internetwork is very close. Integrity errors may be detected either at  network level (header checksum) or at the transport level (complete checksum).

We may note however that TCP implements some error recovery mechanisms that have no equivalent in the ATN TP4 layer. Specification of such mechanisms (at least fast retransmit) for the ATN TP4 should be considered by the ATNP: these mechanisms should greatly improve network efficiency for communications that traverse noisy links (e.g. Air/Ground communications).

4.5.4 Proposed actions

The following possible actions results from the discussion above:

· Use the Extended Transport Checksum inside the ATN transport layer to offer the same level of data integrity check as TCP.

· Specify the fast-retransmit and fast-recovery algorithms for use by the ATN TP4 layer.

· Formulates some guidelines recommending selecting subnetwork technology with a low Residual Error Rate for building the IP subnetwork. However, this point is most related to the IP architecture than to the ATN over IP.

4.6 Extra overhead

4.6.1 State of the art in the IP universe

The extra overhead associated to IPv4, IPv6 and UDP protocols is predictable, because there is a usually one to one relationship between the data-unit sent by the user and the data packet inserted into the network (except when segmentation occurs inside IP). This overhead is imputable to protocol headers. For TCP, an overhead is applicable for every data-unit sent through the user-interface. But overhead is also imputable to the control packets that permits establishment / breaking of the connection, as well as making this connection reliable. This exact amount of this overhead depends on several parameters (TCP algorithms implemented, state of the IP network relative to congestion, Residual Error Rate of the subnetwork media, for instance). Therefore, such overhead may not be easily predictable.

· The standard header length for IPv4 is 20 bytes. Options with variable length may be appended to this header in special circumstances (security, source-routing, route-recording, timestamp). However, the use of such options should be under the control of the IP user.

· The standard header length for IPv6 is 40 bytes. If the sender enable segmentation, an additional segmentation header of 8 bytes is used. Requesting any additional options from the user interface usually results in appending additional extension headers.

· The UDP header length is 8 bytes.

· The standard header for TCP is 20 bytes. Options with variable length may be appended to this header depending on packet type (e.g. Maximum Segment Size for connection packets).

A variety of compression procedures have been specified in the Internet, to reduce this overhead in some specific circumstances. For instance, this overhead may not be acceptable on slow-links (because it induces some additional delay in the transmission) or on noisy/unreliable links (because the probability of error is related in some way to the length of the frame).

Documents [TCPIP-COMP] specify some compression algorithms to be used for compressing TCP or IP headers. Because these algorithms are not immune to packet corruption / packet loss, a more robust compression protocol ([ROHC]) has been specified for use over unreliable links.

Most compression protocol act by compressing protocols headers. Some specifications (e.g. [IPCOMP]) exist for compressing also the payload. However, it is generally accepted that payload compression at the application level is more efficient than payload compression at the IP level.

Compression is generally used only on the slowest segments of the path, which is usually also the last segment deserving the user (e.g. dialup or wireless link). Use of a compression algorithm implies an agreement between the authorities operating the IP stack on both sides of the link. There is no guaranty that all routers in the IP network support these compression algorithm, since they are dedicated to links with special characteristics.

4.6.2 Reference Documentation

Specification of Internet protocols resides in the following document:

IP-V4
RFC 791 – Internet Protocol

IP-V6
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

TCP
RFC 793 – Transmission Control Protocol

UDP
RFC 768 – User Datagram Protocol

Specification of Internet compression algorithm resides in the following document:

TCPIP-COMP
RFC 1144 – Compressing TCP/IP Headers for Low-Speed Serial Links
RFC 2507 – IP Header Compression
RFC 2508 – Compressing IP/UDP/RTP Headers for Low-Speed Serial Links
RFC 2509 – IP Header Compression over PPP

IPCOMP
RFC 3173 – IP Payload Compression Protocol (IPComp)

ROHC
RFC 3095 – RObust Header Compression (ROHC)

The following documents provide a synthetic view on compression management inside TCP/IP.

ETE-SLOW
RFC 3150 – End-to-end Performance Implications of Slow Links

4.6.3 Impacts on the ATN IP SNDCF

There is no identified necessity to perform IP header or payload compression when mapping CLNP over IP, as long as the capacity of ground links inside the IP subnetwork exceeds the communication needs of the IP subnetwork users (ATN applications).

Since most compression algorithms are not immune to error / loss, in a situation where the IP subnetwork capacity appears to be too limited, it should be wise to consider extending the network capacity (e.g. duplicating links, or using more efficient technology) rather than relying on compression algorithm.

Moreover, even if the gain on compressing may be important on very small packets, it is not really significant for average packet sizes (e.g. few hundreds of bytes).

4.6.4 Proposed actions

We recommend avoid using header or payload IP compression, because:

· There is no guarantee that commercial routers support a common set of compression algorithms.

· The gain in compressing packets is minimised by the inefficiency of recovering error and loss of packet on a compressed flow.

4.7 Segmentation / re-assembly

4.7.1 State of the art in the IP universe

Both the IPv4 and the IPv6 protocols implement a segmentation mechanism to adapt the size of the emitted datagrams to the maximum datalink block size available on the output subnetwork (depends on the media technology). Re-assembly is performed on the destination system. It may also be performed on routers; however, this practice is inadvisable because all segments of a given packet may not use the same path (hence, a particular router may not 'see' all segments of the packet).

The maximum datalink block size for a particular path (also called MTU) may be configured statically, because it depends on the subnetwork technology. However, because a datagram may travel over subnetworks with different technologies before reaching its destination, some IP layer attempt to discover the MTU size dynamically; this mechanism limits the need of segmenting in routers by using an accurate MTU size.

4.7.2 Reference Documentation

Specification of Internet protocols resides in the following document:

IP-V4
RFC 791 – Internet Protocol

IP-V6
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

Specification and related of Internet protocols resides in the following document:

MTU-V4
RFC 1191 – Path MTU discovery

MTU-V6
RFC 1981 – Path MTU Discovery for IP version 6

4.7.3 Impacts on the ATN IP SNDCF

When the ATN network layer operates on an IP internetwork, segmentation is implemented in both network layers CLNP and IP. Obviously, it should be inefficient to segment / reassemble in both layers. It is usually accepted that the segmentation is most efficient when performed at the lower possible level.

Hence, the selection of the MTU size inside CLNP for an IP subnetwork should be sufficient to avoid segmentation in CLNP. The CLNP MTU size on an IP subnetwork should be greater than the TPDU size negotiated on the transport connection (if we consider only the COTS service; maximum datagram size for CLTS is a local implementation issue). Practically, the highest possible TPDU size is 8 Kbytes. Therefore, the MTU size over an IP subnetwork should be at least 8 Kbytes + estimated size of CLNP header + estimated size of IP header.

We may note that segmenting at the IP level may aggravate the congestion problem we have already discussed in this paper. However, the congestion problem should be solved by the ATNP. Therefore, this aggravation should not be taken in consideration.

4.7.4 Proposed actions

Specify the value of the MTU size to use over an IP subnetwork, or at least specify guidelines for choosing its value.

4.8 Availability

4.8.1 State of the art in the IP universe

An IP internetwork is usually built from COTS devices. Hence, it may be difficult to formulate important requirement against manufacturers concerning availability and reliability of these devices. However, operation of these devices demonstrates a high quality and reliability. Practically, the availability of any network may be improved easily by a careful design of the internetwork, for instance by doubling devices and links, and eliminating single points of failure. Dynamic routing inside the internetwork should permit to recover from failure of some links and devices.

4.8.2 Reference Documentation

none

4.8.3 Impacts on the ATN IP SNDCF

Availability of the IP subnetwork service is related to the design of the IP internetwork itself. The ATN IP SNDCF has no real mean to improve the availability of this service.

However, ATN in itself provides an internetwork. Design of an ATN internetwork should evaluate the risk of a global IP subnetwork failure and possibly use other technologies for backup.

4.8.4 Proposed actions

No actions required.

4.9 Interoperability between IP vendors

4.9.1 State of the art in the IP universe

Interoperation between third party IP devices is the basis of the IP internetwork. The philosophy of Internet is summarised by the following sentence from document [IP-REQ] : “Be conservative in what you do,

be liberal in what you accept from others”. Although there is no official certification label / organism (such as GOSIP for ISO protocols, for instance), there is no difficulty in checking inter-operability of a particular IP device with other devices, because of the large number of operational public or private IP networks, and the availability of TCP/IP stacks, even on desktop and personal computers.

4.9.2 Reference Documentation

Specification of a profile for IP routers resides in the following document:

IP-REQ
RFC 1812 – Requirements for IP Version 4 Routers

4.9.3 Impacts on the ATN IP SNDCF

Integration of a new ATN ES or IS above an IP subnetwork should not be faced to inter-operability problems, as long as the communication stack relies on a widespread profile.

Anyway, inter-operability between IP devices is not an ATN responsibility but rather, one of the challenge of the IP subnetwork designers.

4.9.4 Proposed actions

No actions required.

4.10 Timers and interactions of timers in different layers

4.10.1 State of the art in the IP universe

The number of timers managed inside the IP network layer is quite limited. Timing is used for managing the persistence of datagrams in transit, as well as datagrams in re-assembly.

The persistence time of a datagram in the network is conveyed in the Time-To-Live field of the IP protocol header. It is fixed by the sending system and decremented by any traversed IP router. Document [COMM-REQ] states that the initial value of this parameter shall be exposed to the IP network service interface (and practically it is).

4.10.2 Reference Documentation

Specification of Internet protocols and requirements resides in the following document:

IP-V4
RFC 791 – Internet Protocol

IP-V6
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification

COMM-REQ
RFC 1122 – Requirements for Internet Hosts – Communication Layers

4.10.3 Impacts on the ATN IP SNDCF

Although an IP subnetwork provides a connectionless service similar to a LAN subnetwork, it is really different from physical media because it is an internetwork. The transit-delay inside an IP subnetwork may not be as predictable as for direct transmission over a physical media (LAN or WAN).

Hence, a datagram arriving on an ATN BIS may have spent a significant amount of time in an IP subnetwork while its lifetime (as indicated in the CLNP header) has not been decremented. This may in some circumstances lengthen excessively the persistence of such datagrams.

A solution to this problem would consist in updating the CLNP lifetime when receiving a datagram from an IP subnetwork. However, there is no obvious means to known how many times the datagram has spent in the subnetwork. This measurement could be based on the IP Time-To-Live, but requires storing the TTL when entering the IP subnetwork somewhere in the datagram, or using a well-known value. This way, it would be possible to compute the transit-time (initial-TTL – current TTL at the time the datagram exit from the subnetwork).

4.10.4 Proposed actions

Evaluate the impact of an important transit-delay in an IP subnetwork in the global ATN routing, and possibly update the CLNP lifetime on reception according to the time spent (or number of hop traversed) in this subnetwork.

5 RECOMMENDATION

This document has identified some points that require a particular attention when interfacing an ATN communication stack with an IP subnetwork.

This has resulted in the formulation by STNA of several possible actions, proposing either further investigations or upgrade in the ATN SARPs and Guidance Material. The summary of the recommendations proposed by STNA to SGB1 is:

· Study and specify a congestion management algorithm suitable for ATN over IP. Specifiong the fast-retransmit and the fast-recovery procedures in the framework of the ATN may help.

· Possibly specify a priority mapping from CLNP to either IPv4 or IPv6.

· Formulate guidelines concerning the Residual Error Rate of media technologies used by the ATN IP subnetwork.

· Specify, or at least formulate guidelines concerning the MTU size to use over an IP subnetwork.

· Possibly specify a mechanism for updating the CLNP lifetime for a datagram received from an IP subnetwork.
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