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SARPS

1 Introduction

This section presents the current Doc 9705 Ed. 2 Subnetwork Requirements as defined in Section 5.2.5. The text is shown in 1.1

1.1 Doc 9705 Ed. 2 Subnetwork Requirements

5.2.5 ATN Subnetworks


Note - An ATN Subnetwork is any fixed or Mobile data communications network that fulfils the following requirements:

5.2.5.1 Requirements for All ATN Subnetworks

5.2.5.1.1
 Both fixed and Mobile ATN Subnetworks shall conform to the following requirements.

5.2.5.1.2 
Byte and Code Independence

5.2.5.1.2.1 
Data shall be transferred through the ATN Subnetworks in a byte and code independent maner.


Note - If necessary, this byte and code independence may be ensured through the services of the SNDCF.
5.2.5.1.3 
Subnetwork QoS

5.2.5.1.3.1 
A Subnetwork service provider shall provide an indication of the Subnetwork Quality of Service (QoS) available, in order to support the internetwork routing decision process.

5.2.5.1.4 
Subnetwork Addressing

5.2.5.1.4.1
 An ATN subnetwork shall provide a mechanism for uniquely and unambiguously identifying each ATN router attached to that subnetwork.

5.2.5.1.5
 Internal Subnetwork Routing

5.2.5.1.5.1 
Routing between specified source and destination Subnetwork Point of Attachment (SNPA) addresses on an ATN subnetwork shall be carried out by mechanisms internal to the subnetwork.

5.2.5.2 
Requirements for ATN Mobile Subnetworks

5.2.5.2.1 
General

5.2.5.2.1.1
 An ATN Mobile Subnetwork shall conform to the following requirents.

5.2.5.2.2 
Invocation of Subnetwork Priority

5.2.5.2.2.1 
When priority is implemented within that subnetwork, an ATN Mobile Subnetwork shall provide a SNAcP mechanism for invocation of subnetwork priority.

5.2.5.2.3 
Invocation of Subnetwork Quality of Service for Mobile Subnetworks

5.2.5.2.3.1 
Recommendation - ATN Mobile Subnetworks should provide a mechanism for invocation of subnetwork QoS.


Note 1 - Subnetwork QoS parameters include transit delay, protection against unauthorised access, cost determination and residual error probability.


Note 2. - ATN Mobile Subnetworks may allocate subnetwork resources on a per user or per subnetwork connection basis in order to make available a different QoS.
5.2.5.2.4 
Connection-Mode Subnetwork Service

5.2.5.2.4.1
 An ATN Mobile Subnetwork shall provide a connection-mode service between SNPAs, with a well-defined start and end to a connection, and with reliable, sequenced SNSDU transfer over that connection.

5.2.5.2.4.2 
When QoS is available on a per subnetwork connection basis, the SNAcP shall provide mechanisms for selecting a specific QoS when the subnetwork connection is established.


Note 1. - A Mobile Subnetwork implementing ISO/IEC 8208 to provide a connection-mode service between SNPAs meets this requirement: however, where appropriate, an alternative protocol providing the same service may be used.


Note 2. - This requirement does not imply the need for a single Mobile SNAcP.

5.2.5.2.5 
Connectivity Status Changes


Note - ATN Mobile Subnetworks may provide a mechanism for detecting of change in media connectivity and for the conveyance of this information to connected ATN routers.
5.2.5.2.5.1 
If a Mobile Subnetwork provides subnetwork connectivity information, the subnetwork shall convey this information to connected subnetwork service users (i.e. connected ATN routers), in order to initiate operation of the internetwork routing protocols as specified in 5.3.


Note - It is desirable for the Intermediate System - Systems Management Entity (IS-SME) to be notified as soon as possible by the SN-SME when communication is possible with a newly attached BIS and for an immediate decision to be made as regards bringing up the link.

5.2.5.2.6 
Segmentation/Reassemble Mechanism

5.2.5.2.6.1 
Recommendation - An ATN Mobile Subnetwork should provide a mechanism that allows the conveyance of large SNSDUs greater than the subnetwork's internal packet size between SNPAs.


Note - It is the responsibility of the subnetwork to ensure that this data is efficiently segmented and/or concatenated for efficient transfer over the physical medium. If this capability is not present within an ATN Mobile Subnetwork, ISO.IEC 8473 can support segmentation of NPSUs for transit over subnetworks with a small maximum SNSDU sizes.

Guidance Material

Introduction

This section presents the current Doc 9739 Ed. Material on mapping CLNP over an IP subnetwork, defined in 3.6.5.7. The text is shown in 2.1

Guidance Material on Mapping CLNP over IP 

3.6.5.7 
Mapping CLNP over IP

3.6.5.7.1 
General
3.6.5.7.1.1 
There are two approaches that will allow the ATN internet communications service to be tunnelled across an internetwork using the internet protocol (STD0005).

3.6.5.7.1.2 
Recent IEFT RFCs have been developed to allow the encapsulation of CLNP PDUs over IP. Alternatively, current commercial off-the-shelf (COTS) routers will encapsulate the subnetwork PDUs (for example, X.25 packets) into IP datagrams, and decapsulate the datagrams and forward them to the peer OSI application.

3.6.5.7.1.3
 If there is a need for direct encapsulation of CLNP PDUs over IP, then RFC's 1701, 1702 and 1070 define a generic routing encapsulation (GRE) protocol to allow a number of different protocols to be encapsulated over IP. As defined in these RFCs, the packet to be encapulsated and routed is called the payload packet. The payload id first encapsulated in some other protocol (such as IP) and then forwarded. This outer protocol is called the delivery protocol.


Note - These RFCs are categorised as 'informational' by the IESG. According to RC 1602, informational RFCs are specifications "published for the general information of the internet community, and [do] not represent an internet community consensus or recommendation/ The informational designation is intended to provide for the timely publication of a very broad range of responsible informational documents from many sources, subject only to editorial considerations and to verification that there has been adequate coordination with the standards process".

3.6.5.7.1.4
 The delivery header for IP will consist of the fields shown in Figure IV-3-42.

3.6.5.7.1.5 
Within the GRE Header, the protocol Type field contains the protocol type of the payload packet. Example protocol types are listed in Tabel IV-3-16.

3.6.5.7.1.6
 In this case, the mapping to the SNS parameters is as follows:

a) SN-source -address: this field should contain a source IP address;

b) SN-destination address: this field should contain a destination IP address;

c) SN-priority: if supported, the priority can be indicated in IP datagrams via the precedence bits in the type of service field. This field should indicate the IP priority;

d) SN-Quality-of-Service: if supported, this field should contain the type of service value; and

e) SNS-user-data: this field should contain the CLNP NPDU.

3.6.5.7.2 
IP addressing

Addressing for networks using the internet protocol is specified in STD0005 and various supporting RFCs. ATN NSAP addressing is specified in the ATN ICS SARPS 5.4. Although IP addresses may be mapped into NSAP addresses , the reverse is only possible for addresses used with the new IP veriosn 6. For the predominant IP version 4, the incompatible addressing structures must be accommodated using an  encapsulation or conversion technique.
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Figure IV-3-42. Delivery header for IP

Table IV-3-16 Example protocol type values

Protocol Family
Protocol type value (hex)

Reserved
0.00

OSI network layer
00FE

IP
800

Frame Relay
0808

Raw frame relay
6559

IP Autonomous systems
876C

Secure data 
876D

Reseved
FFFF
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