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Abstract

This paper proposes the development of Guidance Material (GM) for ATN End-Systems using Internet Communication Services (ICS) interfaced to Internetwork Systems via external subnetworks (e.g. IPv4/IPv6) over various LAN and WAN technologies.

1. Background

The integration of national and multi-national data networks into an Air Traffic Management Internet has been defined in the ICAO Aeronautical Telecommunications Network (ATN) Document 9705.  This document primarily addresses ATN Ground-to-Ground WAN capabilities utilizing a limited variety of subnetwork technologies.  However, guidance is provided in ICAO Document 9739 for using additional types of ground subnetwork technologies. These technologies include Internet Protocol (IP) Versions 4 and 6 over Local and Wide Area Network (LAN/WAN) topologies.

1.1. Purpose

The purpose of this document is to propose and approach for the development of an SNDCF to enable ISO/IEC 8473-based ESs in ATN Ground/Ground Subnetworks to communicate over Local and Wide Area Networks (LAN/WAN) utilizing the Internet Protocol (IP).  An SNDCF is essentially an adaptation layer that interfaces the service provided by an individual subnetwork to the Subnetwork Services (SN-Services) expected by the protocol layers above and below it.

1.2. Assumptions

The following assumptions were made in determining the need for and suitability of the proposed methodology:

· the ATN router is a single protocol router meaning that it supports only OSI routing protocols (i.e., the native protocols),

· the native ATN routing protocols supported are ES-IS in the local area and IS-IS and IDRP in the wide area,

· the native network layer protocol routed by the ATN router is CLNP,

· 
· there is currently no native support in the ATN router for routing IP,
· there is a need to carry (transport) CLNP datagrams across IP subnetworks,

· that adaptation will be done at the intermediate systems rather than at each, individual end system, and

· the IP Subnetwork that CLNP is routed across could be utilizing IPv4, IPv6, or both.

Given the above listed assumptions, the method proposed herein for transporting CLNP datagrams from an OSI ES to another OSI ES or IS via a IP subnetwork is to encapsulate CLNP data units in IP datagrams (i.e., encapsulation of CLNP into IP). 


1.3. Discussion

To interconnect ATN End-systems over external networks and subnetworks that use IP routing technologies, robust Subnetwork Dependent Convergence Functions (SNDCFs) will need to be described for LAN and WAN interfaces.  Industry accepted Requests For Comment (RFCs) and de facto standards for communication stack layer characteristics comprise the basis for the SNDCF designs.  Critical issues to be addressed herein include:

· address mapping and translation, 

· tunneling and encapsulation methodologies, techniques, and architectures, 

· mapping IPv6 and CLNP Quality of Service (QoS) to IPv4 Type of Service (ToS) in sublayer 3 (e.g., performance, prioritization, error recovery),
· routing protocols across the network, and
· security.
1.4. Recommendations

It is proposed that the following configurations be elaborated as draft Guidance Material (GM) and presented for working group consideration in a series of working papers:

· 
· SNDCF for ATN End System CLNP over IPv4/IPv6 Subnetworks (Figure 1, Table 1)
· SNDCF for ATN Router CLNP over IPv4/IPv6 Subnetworks (Figure 2)
If the working group concurs with the approach proposed herein, the FAA will pursue, in conjunction with other ATNP WG-B members, further development of the above-proposed draft GM.  The GM will describe the lower three layers in compliance with the OSI architecture model.  This will include the definition of protocols, services, parameters, and appropriate RFCs.  These documents will guide the development of ATN End-Systems (ES) and Intermediate-Systems (IS) to minimize the risks associated with system performance and quality of service.
Other interested States and organizations are encouraged to contribute to these activities.  The figures and tables in the remainder of this document illustrate the required interfaces between ATN end systems and various intermediate systems.


2. SNDCF for ATN End System CLNP over IPv4/IPv6 Subnetworks

This section provides guidance regarding the functionality needed in an OSI-compliant End System SNDCF to support the ISO/IEC 8473-1 Connectionless-mode Network Layer Protocol (CLNP) over local area networks (LANs) utilizing version 4 or 6 of the Internet Protocol (IP).  An SNDCF essentially addresses the functionality of an adaptation layer (i.e., a protocol layer shim) that interfaces the service provided by CLNP to the service expected by IP, and vice versa.  The adaptation methodology proposed in this paper utilizes protocol encapsulation techniques to “hide” CLNP PDUs in IP datagrams for transport over IP-based networks. 
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Figure1. ATN ES over LAN/WAN
2.1. SNDCF for transporting ES CLNP over IPv4/v6-based LANs

The basic functionality of the “ES to IPv4/v6 LAN SNDCF” will be to perform protocol adaptation/translation between the ISO Connectionless-mode Network Layer Protocol (CLNP) and the Internet Protocol (IP); to encapsulate CLNP PDUs in IP Datagrams; and to decapsulate CLNP PDUs from IP Datagrams.  The resulting SNDCF will enable End Systems (ESs) utilizing ATN Upper Layer protocols and services (i.e., application, presentation, session, and transport layers of the OSI Reference Model) to communicate over internetworks comprised of both CLNP- and IP-based subnetworks.

2.1.1. ATN Upper Layer and Transport Layer Protocol Requirements

Currently, it is not anticipated that there will be any explicit requirements imposed by this SNDCF on the OSI Application, Presentation, Session, and Transport layers.  Appropriately, it is anticipated that the majority (if not all) of the functionality necessary to support the transport of CLNP over IP-based subnets is primarily concentrated at the network layer.  The ATN Transport Layer, using TP4, will interface to the Network Layer’s CLNP as it normally does.

2.1.2. ATN Network Layer Protocol Requirements

There are two basic methods of transporting CLNP over IP.  The first is via protocol encapsulation wherein the protocol being transported (in this case CLNP) is encapsulated, by the originating ES, inside the payload portion of the encapsulating protocol (in this case IP).  The second method is to natively support both protocols without the need for encapsulation.  Native protocol support can be accomplished by either running two separate protocol stacks, one for CLNP and one for IP – this is usually referred to as a Dual Stack, or running a single “integrated” protocol stack that supports both CLNP and IP “natively” – this is usually referred to as a Integrated Stack.  Regardless of which method is utilized, however, the protocol layers above and below the Network Layer (i.e., Transport and Data Link Layers respectively) are not affected by, nor aware of, what is being done at the Network Layer.

2.1.3. ATN Data Link Layer Protocol Requirements

The RFCs listed in Table 1 under Data Link Layer and Media Access Control (MAC) Layer define the Data Link Layer of the interface between ATN ESs and the IPv4/v6 LANs (i.e., subnetworks) as follows:
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Table 1. ATN OSI – IPv4/v6 Routed LAN Protocols/Standards
Note:  Table 4, in Section 8 provides a complete listing of all RFCs identified in this paper.

2.1.3.1. Logical Link Control (LLC)

The LLC provides services to the local Network Layer to allow it to exchange packets with remote peer Network Layer entities.  The base standards for LLC, as described in ISO 8802 Part 2 (IEEE 802.2) shall be implemented by each ES attached to an IPv4/v6 LAN.

2.1.3.2. LLC to Network Layer Primitives

Each LLC shall provide the following service primitives to facilitate Unacknowledged Connectionless Mode data transfer between peer Network Layer entities:


DL_UNITDATA.request


DL_UNITDATA.indication

The parameters and semantics of each of these primitives shall be implemented as described in ISO 8802-2 (IEEE 802.2).

2.1.3.3. LLC Protocol Data Units

Each LLC shall implement the Protocol Data Unit (PDU) structure described in ISO 8802-2 (IEEE 802.2) and the following:

DSAP
Address
SSAP
Address
Control
Information




SNAP Header
Data

8 bits
8 bits
8 bits
M*8 bits

Where:

DSAP Address = destination service access point address field

SSAP Address = source service access point address field

Control = control field (as described in ISO 8802-2 (IEEE 802.2) Section 5.2)

SNAP Header = (Optional) Subnetwork Access Protocol used in IEEE 802 frames for protocol discrimination

M = the integral number of octets required to represent the PDU information.  This is limited by the MAC in controlling the maximum frame length as required by the Physical Layer.  The Physical Layer of FDDI requires limiting the maximum frame length to 4500 octets including the Preamble and End of Frame-Sequence (EFS) fields added to the LLC PDU by the MAC sublayer.

2.1.3.4. LLC Class of Procedure

Each LLC shall support Type 1 Operations for unacknowledged connectionless data communications as described in ISO 8802-2 (IEEE 802.2).  Both Class I and Class II LLCs support Type 1 Command and Response PDUs so this document does not require one Class LLC over the other.

2.1.3.5. LLC Command and Response PDUs

Each LLC shall support Type 1 Command and Response PDU operations as described in ISO 8802-2 (IEEE 802.2).

2.1.3.6. LLC Procedures

Each LLC shall function as described in the listing of Type 1 Procedures given in ISO 8802-2 (IEEE 802.2).  The Duplicate MAC Address Checking functions are not required for an LLC.

2.1.4. Media Access Control (MAC)

Each End System attached to the LAN or WAN should implement the Media Access Control (MAC) sublayer as defined in the applicable RFC listed in Table 1and the following guidelines:

· The MAC to LLC Services, PHY (Physical Layer Protocol) to MAC Interface Services, and the MAC to SMT (Station Management) Services are defined in ISO 9314-2 (ANSI X3.139) Section 6.  All primitives defined in this section, along with their parameters and semantics, are required.

· The Symbol Set and facility definitions needed for MAC operation are defined in ISO 9314-2 (ANSI X3.139) Section 7.  This includes PDU formats and field definitions.  The options for the MAC addresses are specified in Section 3.2.6.2.1 of this ISO document.  Section 7 of the ISO document also includes standards for Timers and Frame Counts to be maintained.

· Each MAC will generate and insert the FCS field in transmitted frames and check the FCS field in received frames as described in ISO 9314-2 (ANSI X3.139) Section 7.3.6 and Annex B.

· The MAC Operational standards are detailed in ISO 9314-2 (ANSI X3.139) Section 8.  Support of both Synchronous and Asynchronous transmission service is required.
Furthermore, Restricted and Non-restricted token operations must be supported by all MAC entities on the NAS LAN.

2.1.4.1. Data Link MAC Addressing

Each station shall support both the 16-bit and 48-bit hierarchical source and destination address fields as defined by the ISO 9314-2 (ANSI X3.139) standard Section 7.3.4 and Annex A.  ISO 9314-2 (ANSI X3.139) requires the support of the 16-bit address capability by all stations.  However, since SMT as defined in ISO 9314-6 (ANSI X3T9.5) has been chosen for the station management entity for the NAS LAN stations and SMT supports only 48-bit addresses, all stations shall support both the 16-bit and 48-bit addressing capabilities.  The structure and usage definitions for the two types of addresses are given in ISO 9314-2 Annex A (ANSI X3.139).

3. SNDCF for ATN Router CLNP over IPv4/IPv6 Subnetworks

Although the ATN architecture mandates a protocol stack and infrastructure based on the ISO/OSI approach, its deployment across extant Air Traffic Management facilities will entail the convergence of its constructs over other protocols (e.g. IPv4, IPv6) prior to full ATN migration.  Select enhancements to the ATN Ground-Ground (G-G) Router design would provide such adaptation capability, without effecting changes to the End System (ES) architecture.  
Figure 2 depicts an approach to achieve such interoperability and ATN transition support.
Essentially, the lower three protocol stack layers of the ES correspond to the left stack of the ATN G-G Router.  The router communicates with the ES using OSI packets, and with the external network using packets appropriate to its architecture, while transforming packets between these formats as they traverse the router layers.
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Figure 2. ATN Router CLNP over IPv4/IPv6 Subnetworks
Most of the design depicted in Figure 2 is in conformance with the canonical ATN architecture.  The significant change is in the right stack of the ATN G-G Router that adapts the upper network sublayer (i.e. CLNP, IDRP, IS-IS) to a non-ATN infrastructure (e.g. IPv4, IPv6, MPLS
).
To achieve this convergence, ATN packet NSAPs are first mapped to an IPv6 environment.  As such, since the site now appears to be IPv6, this traffic can be sent over native IPv6 networks.  If the external network is IPv4, current approaches are available to adapt to the global IPv4 network.  Mixed mode scenarios are also adaptable, where connectivity may include IPv4 and IPv6 segments, as may be the case during transition.  Since IPv6 is narrowing the gap between OSI and IP, and associated interdomain routing protocols are converging as well (as evidenced by BGP4 leveraging many of the IDRP constructs), this strategy instills a natural migration path to achieve near-ATN compatibility.  Table 2 lists candidate RFCs that achieve the aforementioned modes of interoperability.

RFC
Title
Purpose

2373
IP Version 6 Addressing Architecture
Describes the implementation of IPv6 addressing and its adaptability to other addressing plans

1888
OSI NSAPs and IPv6
Invoked by RFC 2373 to map NSAP addresses to IPv6

3056
Connection of IPv6 Domains via IPv4 Clouds
Describes IPv6 “6to4” transition mechanism for sending IPv6 site traffic over IPv4 and IPv6 network segments via encapsulation and 6to4 prefixing

Table 2. RFCs Applicable to ATN Router Architecture Depicted in Figure 2
The ATN architecture mandates the use of a protocol stack and architecture based on the OSI model and protocols, for both End Systems and Intermediate Systems (ATN G/G Routers).  Small changes to the design of these systems would allow for the use of IP subnetworks for router-to-router communications. Specifically, this objective could be achieved by implementing into the G/G routers an additional protocol stack devoted to IP.  Figure 3 depicts the internal protocol architecture of an ATN G/G router connected to an OSI and an IPv6 network.
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Figure 3. Internal Protocol Architecture for ATN G/G Intermediate System
Table 3 contains a list of Internet standards and standard track RFCs that are to be used in developing and SNDCF for the use of IPv6 as an ATN subnetwork. The intended use of the RFCs is also summarized in the table.

Applicable RFCs
Applicability

RFC 1195 – Use of OSI IS-IS for routing in TCP/IP
and dual environments


RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification
RFC 2373 – IP Version 6 Addressing Architecture
RFC 2402 – IP Authentication Header
Proposed Standards for IPv6 implementation

RFC 2463 – Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification
Specification for error reporting and handling in IPv6

RFC 2474 – Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers
RFC 2212 – Specification of Guaranteed Quality of Service
QoS to TOS mapping

RFC 2784 – Generic Routing Encapsulation (GRE)
RFC 2529 – Transmission of IPv6 over IPv4 Domains without Explicit Tunnels
IPv6 encapsulation into IPv4

RFC 791 – Internet Protocol
Standards for IPv4 implementation

RFC 792 – Internet Control Message Protocol
Standard for error reporting and handling in IPv4

Table 3. - Protocol Standards for OSI IS-IS and CLNP over IPv6, and IPv6 over IPv4
Figures 4 and 5 summarize the standards and RFCs used to define the interfaces between different layers of the modified ATN G/G router. Intermediate (non-ATN) IP routers are included for completeness.
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Figure 4. Interface between ATN G/G Routers and IPv6 Router
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Figure 5. ATN G/G router OSI Layer Interfaces for IPv4

4. Security

4.1. Requirements

This document has primarily focused on the networking aspects of facilitating the transfer of CLNP/ISO-grams across IP subnetworks.  The policies and recommendations of ATN Security technical provision, ATN Security Policy, Guidance Material, and related documentation, as they related/pertain to network security issues, will need to be considered before implementing the concepts proposed in this document.

5. Topics for future investigation

Other related topics to be elaborated upon in future working papers, and presented for working group consideration include the following:

IP Security (IPSec) -- IPSec supports two encryption modes:  the Transport mode and the Tunnel mode.  On the transmitting side, the transport mode encrypts only the data portion (payload) of each packet, but leaves the header untouched.  Whereas, the more secure Tunnel mode encrypts both the header and the payload. On the receiving side, an IPSec-compliant device decrypts each packet.  For IPSec to work, the sending and receiving devices must share a public key.  This is accomplished through a protocol known as Internet Security Association and Key Management Protocol/Oakley (ISAKMP/Oakley), which allows the receiver to obtain a public key and authenticate the sender using digital certificates.

Multiprotocol Label Switching (MPLS) – An emerging network technology, MPLS will give network operators a great deal of flexibility to divert and route traffic around link failures, congestion, and bottlenecks.  From a QoS standpoint, network operators will better be able to manage different kinds of data streams based on priority and service plan.  For instance, those who subscribe to a premium service plan, or those who receive a lot of streaming media or high-bandwidth content can see minimal latency and packet loss.  When packets enter a MPLS-based network, Label Edge Routers (LERs) give them a label (identifier).  These labels not only contain information based on the routing table entry (i.e., destination, bandwidth, delay, and other metrics), but also refer to the IP header field (source IP address), Layer 4 socket number information, and differentiated service.  Once this classification is complete and mapped, different packets are assigned to corresponding Labeled Switch Paths (LSPs), where Label Switch Routers (LSRs) place outgoing labels on the packets.  With these LSPs, network operators can divert and route traffic based on data-stream type and Internet-access customer.

Virtual Private Network (VPN) – The use of simulated WAN links over shared public networks (e.g., the Internet or an IP backbone from a Network Service Provider (NSP)), in lieu of dedicated WAN links over leased lines may provide a more cost effective option for the ATN.

Abbreviations and Acronyms

ATN
Aeronautical Telecommunication Network

CLNP
Connectionless Network Protocol

EFS
End of Frame Sequence

ES
End-System

ES-IS
End System to Intermediate System

ICMP
Internet Control Message Protocol

IDRP
Interdomain Routing Protocol

IP
Internet Protocol

IPv4
Internet Protocol, Version 4

IPv6
Internet Protocol, Version 6

IS
Intermediate System

IS-IS
Intermediate System to Intermediate System

LAN
Local Area Network

LLC
Logical Link Control

MAC
Medium Access Control

MPLS
Multiprotocol Label Switching

NSAP
Network Service Access Point

OSI
Open System Interconnection

PSN
Public Switched Network

QoS
Quality of Service

RFC
Request For Comments

SNDCF
Subnetwork Dependent Convergence Function

ToS
Type of Service

TP4
OSI Transport Layer Class 4

ULP
Upper Layer Protocol

VPN
Virtual Private Network

WAN
Wide Area Network

6. Glossary

Encapsulation
In programming, the process of combining elements to create a new entity.  For example, a procedure is a type of encapsulation because it combines a series of computer instructions.  Likewise, a complex data type, such as a record or class, relies on encapsulation.  Object-oriented programming languages rely heavily on encapsulation to create high-level objects. Encapsulation is closely related to abstraction and information hiding.  In networking, same as tunneling.

IP Security
IP Security (IPSec) is a set of protocols being developed by the IETF to support secure exchange of packets at the IP layer.  Once completed, IPSec is expected to be deployed widely to implement Virtual Private Networks (VPNs).

Multiprotocol

Label Switching
An Internet Engineering Task Force (IETF) initiative that integrates Layer 2 information about network links (bandwidth, latency, utilization) into Layer 3 (IP) within a particular autonomous system -- or network service provider -- in order to simplify and improve IP-packet exchange.

Tunneling
A technology that enables one network to send its data via another network's connections.  Tunneling works by encapsulating a network protocol within packets carried by the second network.  For example, Microsoft's point-to-point tunneling protocol (PPTP) technology enables organizations to use the Internet to transmit data across a virtual private network (VPN).  It does this by embedding its own network protocol within the TCP/IP packets carried by the Internet.  Tunneling is also called encapsulation.
Virtual Private

Network
A virtual private network is a network that is constructed by using public wires to connect nodes.  For example, there are a number of systems that enable you to create networks using the Internet as the medium for transporting data.  These systems use encryption and other security mechanisms to ensure that only authorized users can access the network and that the data cannot be intercepted.

Table 4 - References

The following table provides a consolidated listing of RFC identified elsewhere in this document.

RFC #
RFC Title
Applicability

791
RFC 791 - Internet Protocol DARPA Internet Program Protocol Specification
This document specifies the DoD Standard Internet Protocol.

792
RFC 792 – Internet Control Message Protocol
Standard for error reporting and handling in IPv4

792
RFC 792 – Internet Control Message Protocol
The Internet Protocol (IP) is used for host-to-host datagram service in a system of interconnected networks called the Catenet.

894
RFC 894 - A Standard for the Transmission of IP Datagrams over Ethernet Networks
This RFC specifies a standard method of encapsulating Internet Protocol (IP) datagrams on an Ethernet.  This RFC specifies a standard protocol for the ARPA-Internet community.

1042
RFC 1042 - A Standard for the Transmission of IP Datagrams over IEEE 802 Networks
This RFC specifies a standard method of encapsulating the Internet Protocol (IP) datagrams and Address Resolution Protocol (ARP) requests and replies on IEEE 802 Networks.  This RFC specifies a protocol standard for the Internet community.

1070
RFC 1070 - Use of the Internet as a Subnetwork for Experimentation with the OSI Network Layer
This RFC proposes a scenario for experimentation with the International Organization for Standardization (ISO) Open Systems Interconnection (OSI) network layer protocols over the Internet and requests discussion and suggestions for improvements to this scenario.  This RFC also proposes the creation of an experimental OSI internet.

1188
RFC 1188 - OSI NSAPs and IPv6
This memo defines an Experimental Protocol for the Internet community.  This memo does not specify an Internet standard of any kind.

1195
RFC 1195 – Use of OSI IS-IS for routing in TCP/IP and dual environments
This RFC specifies an integrated routing protocol, based on the OSI Intra-Domain IS-IS Routing Protocol, which may be used as an interior gateway protocol (IGP) to support TCP/IP as well as OSI.

1888
RFC 1888 - OSI NSAPs and IPv6 
Invoked by RFC 2373 to map NSAP addresses to IPv6

2373
RFC 2373 - IP Version 6 Addressing Architecture
Describes the implementation of IPv6 addressing and its adaptability to other addressing plans

2460
RFC 2460 – Internet Protocol, Version 6 (IPv6) Specification
RFC 2373 – IP Version 6 Addressing Architecture
RFC 2402 – IP Authentication Header
Proposed Standards for IPv6 implementation

2463
RFC 2463 – Internet Control Message Protocol (ICMPv6) for the Internet Protocol Version 6 (IPv6) Specification
Specification for error reporting and handling in IPv6

2474
RFC 2474 – Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers
RFC 2212 – Specification of Guaranteed Quality of Service
QoS to TOS mapping

2784
RFC 2784 – Generic Routing Encapsulation (GRE)
RFC 2529 – Transmission of IPv6 over IPv4 Domains without Explicit Tunnels
IPv6 encapsulation into IPv4

3056
RFC 3056 - Connection of IPv6 Domains via IPv4 Clouds
Describes IPv6 “6to4” transition mechanism for sending IPv6 site traffic over IPv4 and IPv6 network segments via encapsulation and 6to4 prefixing

4701
RFC 1701 - Generic Routing Encapsulation (GRE)
This document specifies a protocol for performing encapsulation of an arbitrary network layer protocol over another arbitrary network layer protocol.

4702
RFC 1702 - Generic Routing Encapsulation over IPv4 networks
In an earlier memo [RFC 1701], we described GRE, a mechanism for encapsulating arbitrary packets within an arbitrary transport protocol.  This is a companion memo which describes the use of GRE with IP.  This memo addresses the case of using IP as the delivery protocol or the payload protocol and the special case of IP as both the delivery and payload.  This memo also describes using IP addresses and autonomous system numbers as part of a GRE source route.





























































































































































� MPLS will be investigated for ATN compatibility.
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Figure 3-2. – Internal Protocol Architecture for ATN G/G Intermediate System

3 – Network Layer

     3c – Routing Protocol

     3b – Routed Protocol

     3a – Subnetwork Protocol

2 – Data Link Layer
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Table 1 -- ATN OSI - IPv4/v6 Router LAN/WAN Protocols/Standards


			IPv4 LAN			IPv6 LAN


			Type
Layer			Ethernet			Token Ring			FDDI			Ethernet			Token Ring			FDDI


			Network Layer			RFC 791
RFC 792
RFC 894
RFC 1042
RFC 1701
RFC 1702
RFC 1070			RFC 791
RFC 792
RFC 894
RFC 1042
RFC 1701
RFC 1702
RFC 1070			RFC 791
RFC 792
RFC 1042
RFC 1188
RFC 1701
RFC 1702
RFC 1070			RFC 1042
RFC 2460
RFC 2373
RFC 2463			RFC 1042
RFC 2460
RFC 2373
RFC 2463			RFC 1042
RFC 2460
RFC 2373
RFC 2463


			Data Link Layer/LLC			IEEE 802.2			IEEE 802.2			RFC 1188
IEEE 802.2			IEEE 802.2
			IEEE 802.2
			IEEE 802.2



			MAC/
Physical Layer			IEEE 802.3			IEEE 802.5			RFC 1188
IEEE 802.4			IEEE 802.3			IEEE 802.4			IEEE 802.5
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