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1. Proposed Guidance Material for the Frame Mode SNDCF

Section 3.3.4.6.3 of the current Guidance Material addresses the Mobile SNDCF. This needs to be amended to introduce the Frame Mode SNDCF as an alternative to the X.25 based Mobile SNDCF. New material may then be added for the Frame Mode SNDCF.

1.1 Modifications to Section 3.3.4.6.3 of the Guidance Material

1. Delete the existing 3.3.4.6.3.2(b) as ACA has been removed from the 3rd edition and replace with:

b) Deflate Stream Mode Compression. This is an adaptation of IETF RFC 1951, modified for packet mode communications. Deflate provides for compression of an entire data stream through a combination of backwards references to repeated strings and Huffman Codes. It is an industry standard algorithm popularised in the pkzip and winzip archiving programs, and in the gzip compression program.

2. Replace the existing 3.3.4.6.3.3 (which is defective) with a new paragraph, plus additional paragraphs to distinguish the two types of SNDCF, and renumber the subsequent sections.

3.3.4.6.3.3 The first generation of ICAO air/ground datalinks all used ITU-T recommendation X.25 as their network access protocol. This provided a common service interface using an industry standard, but is not necessarily the most efficient way to provide access to a mobile subnetwork. This is particularly true of the ICAO VHF Digital Link (VDL). VHF communications are largely constrained to line of sight operations and to maintain communication while in flight, an aircraft must necessarily switch from one VDL Ground Station to another. This process is known as Handoff. Maintaining X.25 virtual circuits across a Handoff has proved to be a particular complex procedure with significant overhead.

3.3.4.6.3.4 In support of the first generation of ICAO air/ground datalinks, the ATN SARPs define the Mobile X.25 SNDCF. This is an adaptation of the existing X.25 SNDCF specified in ISO/IEC 8473-2 to support the exchange of CLNP packets over X.25 subnetwork connections. The adaptation supports the negotiation and use of the ATN specified data compression algorithms for packets transferred over such an X.25 subnetwork connection.

3.3.4.6.3.5 In support of second generation Air/Ground datalinks, the ATN SARPs specifies a more generic SNDCF that has become known as the Frame Mode SNDCF (this name arose from the original purpose of supporting VDL Mode 3 Frame Mode communications). This is designed for lightweight datalinks and may be used directly over a datalink or MAC layer service. Its functionality has also included lessons learnt from the deployment of the Mobile X.25 SNDCF and, in particular, is more extensible, exploits more of the capabilities of Deflate, and allows for new features to be introduced in a backwards compatible manner. All new datalinks adopted by the ATN are expected to use the Frame Mode SNDCF.

3. Insert new subsection 3.3.4.6.3.7 to provide an introduction to the use of Deflate by both the Mobile X.25 SNDCF and the Frame Mode SNDCF. The text provided in ATNP/WG2-WP583 should be inserted here.

4. Insert after the WP583 text, the following text:

3.3.4.6.3.7.4 Deflate Implementation Context

3.3.4.6.3.7.4.1 Figure xx gives the architectural context for the use of Deflate in the Mobile X.25 SNDCF. As may be seen, the compression algorithm is implemented as part of the ATN Mobile SNDCF and applied after the use of LREF compression and before M-bit segmentation of SNSDUs, if required. Similarly, the decompression of received SNSDUs is applied after SNSDU re-assembly but before the application of the LREF decompression procedures. In the Frame Mode SNDCF, LREF and Deflate are applied in the same order. However, there is no concept of M-bit segmentation; the maximum SNSDU size is limited by the maximum frame size supported by the datalink.




Figure xx Architectural Context for use of Deflate

3.3.4.6.3.7.5 Error Detection and Recovery
3.3.4.6.3.7.5.1 For the X.25 Mobile SNDCF, the underlying subnetwork connection is assumed to preserve data sequence integrity until it notifies the user of such a loss by a subnetwork connection reset indication. The proper response to a subnetwork reset is therefore to reset both the compression and decompression functions to their initial state.

3.3.4.6.3.7.5.2 Any communications errors that are undetected by the subnetwork error detection/correction procedures can also have a serious impact on the operation of the compression procedure. This is because of the way state information is retained by the compression/decompression processor, and an error in one compressed SNSDU can compromise the decompression of not just that SNSDU but all subsequent SNSDUs. A data integrity check is therefore required.

3.3.4.6.3.7.5.3 The mechanism used by this specification is to use the 16-bit Fletcher Algorithm (the algorithm used for the standard TP4 checksum and the CLNP Header checksum) to generate a checksum on each NPDU immediately prior to its compression. The resulting checksum is appended to the compressed SNSDU and, when the SNSDU is decompressed, the appended checksum is used to verify the integrity of the resulting NPDU. 

3.3.4.6.3.7.5.4 If a data integrity error is detected by the X.25 Mobile SNDCF, the subnetwork connection is reset and, as above, the compression/decompression procedure responds to a subnetwork connection reset by resetting the compression/decompression procedures to their initial state.

3.3.4.6.3.7.5.5 The Frame Mode SNDCF does not expect or require a fully reliable data communications service. It detects packet loss or corruption through a failure of the decompression checksum. Recovery is then by resetting the compression algorithm so that the compression window’s “leading window edge” of both the sender and receiver is aligned with the last packet successfully sent. Hence the compressor and decompressor are resynchronised without loss of compression state.

3.3.4.6.3.7.5.6 It should be noted that the use of a data integrity checksum has the additional advantage that any internal errors in either the compression or decompression function that result in a failure to preserve data integrity would also be detected and an appropriate recovery action taken.

1.2 Frame Mode SNDCF Guidance Material

The following text is proposed as section 3.3.4.6.5 of the Guidance Material

1.2.1.1.1.1 Background

The first generation of ICAO air/ground datalinks all used ITU-T recommendation X.25 as their network access protocol. This provided a common service interface using an industry standard, but is not necessarily the most efficient way to provide access to a mobile subnetwork. This is particularly true of the ICAO VHF Digital Link (VDL). VHF communications are largely constrained to line of sight operations and to maintain communication while in flight, an aircraft must necessarily switch (i.e. Handoff) from one VDL Ground Station to another. Maintaining X.25 virtual circuits across a Handoff has proved to be a particular complex procedure with significant overhead.

Specifically, with X.25:

1. The ISO 8208 packet layer provides for multiplexing and flow control of multiple data streams (virtual circuits), each of which may have a different priority. 

2. To have transfers at different priorities a separate virtual circuit has to be established for each priority.

3. A virtual circuit adds overhead in terms of both packet headers and control messages.

4. Under VDL Mode 2, existing virtual circuits must be cleared and new virtual circuits established every time an aircraft changes ground station.

5. The ISO 8208 packet layer is an additional and complex software component.

6. The sizing and performance of an ATN Air/Ground Router supporting X.25 air/ground datalinks is a serious deployment issue that affects the practicality of supporting large numbers of aircraft.

In support of the first generation of ICAO air/ground datalinks, the ATN SARPs defined the Mobile X.25 SNDCF. This is an adaptation of the existing X.25 SNDCF specified in ISO/IEC 8473-2 to support the exchange of CLNP packets over X.25 subnetwork connections. The adaptation supports the negotiation and use of the ATN specified data compression algorithms for packets transferred over such an X.25 subnetwork connection.

In support of second generation Air/Ground datalinks, the ATN SARPs also specify a more generic SNDCF that has become known as the Frame Mode SNDCF (this name arose from the original purpose of supporting VDL Mode 3 Frame Mode communications). This is designed for lightweight datalinks and may be used directly over a datalink or MAC layer service. Its functionality has also included lessons learnt from the deployment of the Mobile X.25 SNDCF and, in particular, is more extensible, exploits more of the capabilities of Deflate, and allows for new features to be introduced in a backwards compatible manner. All new datalinks adopted by the ATN are expected to use the Frame Mode SNDCF.

1.2.1.1.1.2 Overview

The “Frame Mode SNDCF” comprises the following functions:

· An Air/Ground Communications Sublayer (A/GCS) to provide for multiplexing of different data streams and support of stream mode data compression algorithms (e.g. Deflate).

· Deflate based Stream Mode Data compression

· LREF based CLNP compression

· CLNP Header reformatting (to improve Deflate compression).

The resulting SNDCF has the following characteristics:

1. It can operate over any data communications service providing a low probability of packet loss, duplication, corruption or re-ordering, including the VDL Mode 3 Frame Mode Service, the VDL Mode 2 AVLC, and ground-ground services such as Frame Relay.

2. It incorporates features known to be missing from the current Mobile SNDCF concerned with the introduction of new functions in a backwards compatible manner.

3. It supports maintenance of the Data Compression State across data link Handoffs.

4. Deflate Dictionaries and re-synchronisation are supported.

5. Other Routable protocols such as IPv4 can also be supported concurrent with CLNP.

1.2.1.1.1.3 Design Approach to a new SNDCF

The design of the original Mobile SNDCF was predicated on an ISO 8208 base and is heavily influenced by it. The Frame Mode SNDCF is predicated on a much more basic service, that of a simple packet mode service that can be either:

· a connection mode datalink,

· a singlecast connectionless service, or

The specification for both Deflate and LREF compression permits recovery from data loss. This permits operation over a connectionless service and performance will be satisfactory provided the probability of data loss is low. The same mechanism also supports operation over a reliable connection mode service and recovery from a connection reset.

However, even with a connectionless service there will still be a need to negotiate compression options and to provide for recovery in the event of data corruption. In short, there always needs to be some aspects of a connection mode service in order to build and maintain a relationship between compressor and decompressor. This is especially true of Deflate.

When a connectionless service only is available and the service is known to have an unacceptably high rate of packet loss, then some sort of frame level acknowledgement will be required with retransmission in the event of no acknowledgement being received.

The specification of Deflate also permits:

· Use of Deflate Dictionaries in order to speed the convergence of the compression algorithm to the optimal compression ratio.

· Recovery from checksum errors by returning to the last received packet rather than restarting the compressor.

· Re-use of compression state after Ground Station Handoff (where this is a feature of the datalink).

1.2.1.1.1.4 Datalink Management

The Frame Mode SNDCF provides a Data Link Management protocol in order to negotiate compression options and to maintain the data communications path.

Modern communications networks tend to use an “out-of-band” approach to data link management. This is true of Frame Relay, Asynchronous Transfer Mode and ISDN. This technique ensures independence between data link management and data transfer and enables a very lightweight protocol approach to data transfer. A similar approach to the data link management protocol is specified here. This simplifies the specification and is bandwidth efficient.

In order to provide for a Datalink Management protocol while maintaining lightweight communications, the Frame Mode SNDCF adopts the following strategy:

1. The air/ground data stream is subdivided into a number of bi-directional “logical channels”, each identified by a channel number.

2. Data packets including data link management packets are always sent in the context of a logical channel i.e. they are encapsulated with a simple header identifying the channel and priority.

3. Subject to maintaining the semantics of data priority, packets sent on different channels may be concatenated and sent as a single transmission frame.

4. A Data Link Control Protocol (DLCP) is specified in order to negotiate data link capabilities and compression options, and to manage the purpose and use of each channel. Channel zero is reserved for the DLCP.

5. A channel assignment can specify that the data packets are Deflate compressed before transmission on a given channel. It is also possible to have multiple Deflate compressors with different groups of channels assigned to different compressors.

The channel concept firstly allows the separation out of the DLCP from user data and secondly allows for different Deflate compressed streams to be multiplexed together. It is also extensible as it permits other compression protocols to be introduced later (e.g. ADCMP for audio compression) and used in parallel to Deflate on other channels. Some channels (in addition to channel zero) could also be uncompressed, if that was needed.

The specification also deliberately groups multiple channels together for compression as a single data stream. This is done to ensure the most efficient compression while still allowing the channel concept to be used to differentiate different data streams. Essentially, a Deflate Compressor becomes a Server asked to compress a packet before it is encapsulated with a channel header and appended to the transmission frame. The channel determines the choice of compression Server.

At least two user data formats are foreseen. These are ISH PDUs, and CLNP PDUs that cannot be LREF compressed – or more generally any ISO TR 9577 identifiable protocol – and LREF compressed CLNP PDUs. However, the channel concept can readily extend to supporting other data formats including IP and even ACARS messages.

1.2.1.1.1.5 Architecture

The architecture of the proposed approach is really more than an SNDCF. As illustrated in Figure yy, the specification is in two parts: the SNDCF proper and an Air/Ground Communications Sublayer (A/GCS). The A/GCS comprises the multiplexing of many logical channels, the DLCP and the Deflate compression (which operates across channels). The SNDCF itself is responsible for providing the SN-Service over the A/GCS and also incorporates LREF compression, which is CLNP specific.

There may be other users of the A/GCS in addition to the Frame Mode SNDCF. For example, if IPv4 packets are also conveyed then IPv4 will be a separate user of the A/GCS.
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Figure yy Proposed Architecture

The A/GCS provides a (DLCP supported) Data Link Management service to its user – the SNDCF’s Data Link Manager (DLM) - and a data communications service. The Data Communications service is channel oriented, with channel assignment performed through the Data Link Management interface. It is also packet oriented and is guaranteed to maintain packet delivery order but does not guarantee to deliver all packets. The probability of packet loss is small but can come about (e.g.) through detection/recovery from a Deflate checksum failure.

The underlying Data Link Layer is assumed to provide:

· A communications service that provides sufficiently
 reliable delivery and preservation of frame transfer sequence order. 

·  “Join” and “Leave” events to signal contact with a new Ground Station/Aircraft, and loss of contact, respectively.

The SNDCF provides the required SN-Service. It will use the A/GCS Data Link Management Service to maintain at least one channel for ISH PDUs, and CLNP PDUs that cannot be compressed using LREF. Otherwise, the SNDCF will use the A/GCS to assign a new channel for each local reference needed and use this channel to transfer LREF compressed CLNP PDUs associated with that Local Reference.

1.2.1.1.1.6 Understanding the Frame Mode SNDCF

1.2.1.1.1.6.1 Channels

A channel is simply a labelled flow of data. The label is a 12 bit number (the channel number) and, initially, zero is the only defined label. Channel 0 is reserved for the DLCP, and the DLCP is used to assign further channel.

Each channel constitutes an agreement to transfer a certain data type and to apply a specific compression algorithm to that data (or to send it uncompressed). There are no additional semantics associated with a channel, nor is there any flow control associated with a channel.

A Frame may consist of more than one data packet, each on a different channel, concatenated together. It is thus possible for a DLCP message defining the use of a channel to be immediately followed by the first data packet that uses that channel number. Indeed, this is how it is meant to be used with a channel only defined when it needs to be used.

Each such data packet may also have a priority associated with it. There is no requirement for all data packets on the same channel to have the same priority (because there is no flow control or data recovery done at the channel level), but there are rules on when packets with different priorities can be concatenated together into the same transmission frame. These rules are there to ensure that higher priority data is not denied access to the medium by lower priority data. 

When the datalink imposes a maximum frame size, it can be difficult to calculate the maximum SNSDU size as this depends on the achieved compression ratio. It is thus recommended that the maximum SNSDU size is calculated assuming no compression and that concatenation is relied upon to take full advantage of compression by transferring more data per frame.

1.2.1.1.1.6.2 Compression

Deflate compression is an integral part of the A/GCS specification. However, it is not the only data compression algorithm that can be supported. The specification is deliberately designed as extensible to enable other data compression algorithms to be introduced later on in a backwards compatible fashion.

The basic concept is that a sender has one or more Deflate compressors associated with each Peer System and that each compressor may be associated with one or more channels. The reason for allowing for more than one compressor per Peer System is that each may be initialised with a different “dictionary” that allows compression to rapidly converge on an optimal compression state for a specific type of data. 

In this context, a “dictionary” is simply a well known string (less than 32KB long) of frequently occurring symbols. It is fed into the compressor (and the output discarded) when the compressor is initialised; the same string is similarly feed into the decompressor in the Peer System. Provided that the symbols in the dictionary re-occur less than 32KB into the data stream (from where they occur in the dictionary) they will be immediately compressed on transmission.

When a channel is assigned, a Deflate compressor may be associated with it. The actual compressor is identified by a Dictionary Identifier that is known a priori by both sender and receiver.

As Deflate is a stream compression algorithm it is very important that the decompressor works on an identical data stream to the compressor. Compressed packets are thus decompressed in strict transmission order and the underlying datalink is assumed not to re-order packets. if re-ordering does take place then a decompression error will result.

In order to provide for error detection and recovery, each compressed packet is appended with a checksum taken on the uncompressed data. If this checksum cannot be verified on reception, the data is discarded and a Link Reset message returned (using the DLCP) identifying the offset into the data stream of the last correctly received byte. Compressed data on the affected streams continues to be discarded until the compressor acknowledges the reset and restarts from the identified stream offset.

This procedure allows for recovery from the occasional re-ordering or packet loss. However, throughput will suffer if this event is more than infrequent.

Note that only the leading window edge of the compressor and decompressor have to be synchronised. This procedure typically results in the decompressor having a larger history window than the compressor. This is not a problem because the compressor cannot make a backwards reference beyond its own history window and hence all backwards references will be within the decompressor’s history window. A problem will only result if the decompressor has a smaller history window that the compressor - which can lead to it receiving a backwards reference that it cannot resolve. The link reset procedures are designed to avoid this situation occurring.

1.2.1.1.1.6.3 Priority and Compression

In the Frame Mode SNDCF, each packet may have a distinct priority associated with it that can, in turn, be mapped onto a data link priority, if available. The outgoing queues are priority ordered and packets are sent in strict order of priority. However, a stream based compression algorithm, such as Deflate requires that packets are decompressed in strict order of compression.

To avoid any conflicts between this and data priority, compression must be performed in a “just in time” fashion. Only when a packet has been chosen to transmit on a data link should it be compressed. 

Note that any significant queue between compressor and transmitter will weaken the priority semantic and should be avoided.

1.2.1.1.1.6.4 The DLCP

The DLCP is a channel management protocol and does not itself transfer any user data. Its functions are:

· Data Link Initialisation

· The assignment of channel numbers and the semantics of the data carried over a channel. 

· Compression algorithm Management, and 

· The optional authentication and verification procedures.

· The backwards compatible introduction of new features and compression algorithms.

The protocol is designed to be robust (i.e. it can recover from data loss, duplication, etc.) but is also lightweight and avoids acknowledgements unless necessary. For example, Channel Assignment is unacknowledged; however, if this message is lost then the peer system will respond with an error when data is sent on an unassigned channel.

On data link initialisation, information on the capabilities of each peer system are exchanged including the compression algorithms supported, with each Deflate Dictionary supported being treated as a separately identified compression algorithm.

A channel is simply allocated by a “Channel Start” message identifying the channel number, the data type associated with the channel and an optional compression identifier. Data types are currently defined for:

· ISO TR 9577 formatted NPDUs (e.g. ES-IS and uncompressed CLNP)

· LREF compressed CLNP

· CLNP NPDUs with reformatted headers (for optimal Deflate compression)

· IPv4 packets.

Channels are symmetric once assigned i.e. have the same data type and compression algorithm associated with them in each direction. To avoid conflicts when allocating channel numbers, each side starts with either high or low channel numbers and at least one channel must remain unassigned.

There is no requirement for a data type to be associated exclusively with a single channel. For example, LREF compressed data may be associated with different channels each themselves associated with a different compression algorithm (or Deflate Dictionary). The sender can then send data with different Traffic Types using the most appropriate compressor for that Traffic Type. As local references are associated with the datalink rather than the channel, there is no loss in LREF efficiency here.

Channel numbers may be de-assigned with a Channel Deallocate message and reset by a Channel Reset message. The purpose of the latter message is really data type specific and may be used, for example, by LREF error recovery procedures.

The DLCP also supports retention of compression state and channel assignments across Ground Station Handoffs. Each datalink session is labelled on initialisation by a Ground Station and, on Handoff the old session identifier is presented to the new Ground Station which will recover the compression state and channel assignments if possible.

This technique avoids an aircraft having to keep track of whether or not a Handoff is to a new GNI or not. In both cases, it simply presents the old session identifier and it’s up to the Ground User to recognise whether the compression state information is local or whether it has to be retrieved from another Air/Ground Router.

It should be noted that the DLCP specifically requires that an aircraft initiates the data link procedures. This is to optimise the procedures for retention of compression state on handoff.

Extensibility is managed by requiring a receiver of the datalink initiation message to ignore unrecognised parameters. This permits new parameters corresponding to new facilities to be introduced without affecting existing implementations. When a new parameter in the datalink initiation is ignored by the receiver (i.e. the response does not include a response to such a parameter), then the initiator assumes that it is communicating with an older implementation and adjusts its procedures accordingly.

1.2.1.1.1.7 The SNDCF Itself

The A/GCS is an important part of the Frame Mode SNDCF, but is not the complete SNDCF. This additionally includes the LREF Compression and the optional CLNP Header Reformatting scheme.

The LREF compression algorithm is much the same as for ISO 8208 except that its parameters are sent as user parameters by the DLCP on data link initialisation. It also uses the Channel Reset mechanism when error recovery is being performed rather than a Network Reset.

The CLNP Header Reformatting algorithm is the result of a performance analysis that suggests that the reason why LREF and Deflate offer better compression than Deflate alone is due to the order of the parameters in a CLNP Header not reflecting the order of volatility. Deflate is thus unable to find long strings to compress and thus compresses, with lower efficiency, shorter strings. The reformatting algorithm re-orders the CLNP header fields into the assumed order of volatility and therefore should provide equivalent compression performance to LREF + Deflate but with less computational overhead.

1.2.1.1.1.8 A/GCS Compatibility with other Datalink Users

The A/GCS may be introduced on datalinks for which aircraft are equipped to use earlier datalink protocols (e.g. VDL Mode 2 and ISO 8208) or when other protocols must co-exist with the use of the A/GCS (e.g. the CLNP Header compression algorithm specified for VDL Mode 3 and GA users). A simple mechanism is thus needed for a Ground Station to determine whether an aircraft uses the A/GCS or an alternative datalink protocol.

The approach chosen is to use the first octet of the first frame downlinked as the means to determine the frame format and hence the datalink protocol the aircraft uses. With the A/GCS this must always be zero; any other value implies an alternative frame format. This is because the first A/GCS packet downlinked will always contain a DLCP packet on channel zero. 

1.2.1.1.1.9 A/GCS over VDL Mode 3

In VDL Mode 3, the first octet in the frame is the payload octet identifying the data type and a has been assigned for the Frame Mode SNDCF. When the A/GCS is used with VDL Mode 3 this value of the payload octet will indicate that the A/GCS occupies the whole frame. 

It is expected that an XID parameter value will also be defined to enable user data to be conveyed in an XID exchange. This may be used for A/GCS frames and to optimise the data link initialisation.

The frame’s priority reflects the highest priority data packet in the frame.

1.2.1.1.1.10 A/GCS over VDL Mode 2

When the A/GCS is used over VDL Mode 2, A/GCS formatted frames occupy the entire data portion of an AVLC frame. An A/GCS frame may also be sent in the “Expedited Subnetwork Connection Parameter” of an XID frame used for Datalink Establishment or Handoff. In the this case, this will be to convey datalink initialisation information including a DLCP Datalink Initialisation message. A Channel Assignment followed by an ISH PDU in the assigned channel may also be present.

The above technique can also be used to distinguish A/GCS frames from other VDL Mode 2 protocols (i.e. ISO 8208 and AOA). In the former case, an initial zero octet can only occur when a General Format Identifier has a value that is reserved for other applications and which is not legal for VDL Mode 2. Hence, initial ISO 8208 and A/GCS frames can always be distinguished from each other.

Similarly, AOA frames always start with an all ones octet, again ensuring that they can be distinguished from A/GCS frames.

� Sufficient to provide to meet the overall throughput requirements.
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