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SUMMARY





This document presents the current status of the work on the extensions to the OSI Reference Model for Multicast.  The work is currently underway within the ITU-T SG 7 committee. �
�



Introduction


The ATNP has determined that there is a requirement for multicast communications within the scope of the ATN.  This requirement will translate into changes to the OSI Reference Model as well as to many of the ATN SARPs.


This paper presents the current status of the extensions to the reference model.  Work is progressing within ITU-T and the contents of this paper will be modified to reflect the current state of the work.


�



�
FOREWARD


This is the first draft of the Multi-Peer Communication Architecture (MPCA) (7498-5 | X.multi).  It was produced by the joint SG 7/SC 21 Project Editor according to the instructions found in SC 21 8852 and in the ITU SG 7 liaison.


The first draft is based upon the SC 6 work on a MultiPeer Taxonony, the previous MPDT work in SC 16/SC 21, and other work studied by the editor.  In order to have the first draft circulated before the next SC 21 meeting, some sections called out in the SC 21 editor's instructions have been omitted.  It is the intention of the editor to continue working on the missing sections and to have first draft text available before the next SC 21 meeting.


The editor in preparing this text considered the need for a separate part.  It is the opinion of the editor that the work on multipeer communication should be integrated into a new version of the Basic Reference Model and not as a separate part.  In particular after examining multipeer, it seems that a single architecture can be described that addresses both multi peer and unicast in a unified and consistent manner.  The editor requests that comments be addressed to this issue.


This document is being circulated for comments and contributions before the next SC 21 and SG 7 meetings in the summer of 1995.  Further refinement and progression will be made at those meetings.


�
INFORMATION TECHNOLOGY –�OPEN SYSTEMS INTERCONNECTION – �MULTI-PEER COMMUNICATION ARCHITECTURE


1	Scope


1.1	The purpose of this part of the Reference Model of Open Systems Interconnection on Multipeer Communication Architecture (MPCA) for Open Systems is to provide a common basis for the coordination of standards development for the purpose of Multi-Peer communications.  


1.2	The MPCA addresses all the concepts needed and describes the types of functions needed to fulfill the multi-peer communications requirements in terms of the OSI architecture.


1.3	This part of the Reference Model  provides the distinction between the Multi-peer Service, and the required functions needed in order to achieve this Service.  


1.4	This part is to be seen as a framework; it contains concepts and terms that should be applied for conformance and compliance reasons to those standards that provide this type of Service; it provides the guidelines that allow for the understanding of the relationship that exists between the services and protocols that will be developed.


1.5	The development of specific protocols is not addressed by this document.


1.6	The MPCA addresses the needs of each layer to support MPCA, the requirements for the support of MPCA services by layer protocols including the required support of lower layer MPCA protocols.  Crossover and conversion between non-MPCA services and protocols and MPCA services and protocols at particular layers is also addressed.


2	Normative references


The following Recommendations and International Standards contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and Standards are subject to revision and parties to agreements based on this Recommendation are encouraged to investigate the possibility of applying the most recent edition of the Recommendations and International Standards listed below. Members of IEC and ISO maintain registers of currently valid International Standards.  The Telecommunication Standardization Bureau of the ITU maintains a list of currently valid ITU-T Recommendations.


2.1	Identical Recommendations | International Standards


—	ITU-T Recommendation X.210 (1993) | ISO/IEC 10731: 1993, Information technology - Open Systems Interconnection - Basic Reference Model - Conventions for the definition of OSI services.


2.2	Paired Recommendations | International Standards equivalent in technical content


—	CCITT Recommendation X.200 (1988), Reference model for Open Systems Interconnection for CCITT applications.


	ISO 7498: 1984, Information Processing Systems — Open Systems Interconnection - Basic Reference Model.


—	CCITT Recommendation X.800 (1991), Security Architecture for Open Systems Interconnection for CCITT Applications.


	ISO 7498-2: 1989, Information Processing Systems — Open Systems Interconnection— Basic Reference Model, Part 2: Security Architecture.


3	Definitions and abbreviations


For the purposes of this Recommendation | International Standard, the following definitions apply.


3.1	Terms defined in the OSI Basic Reference Model


3.1.1	This Recommendation | International Standard builds on the concepts developed in CCITT Rec. X.200 | ISO 7498 and makes use of the following terms defined in that Recommendation | International Standard:


a)	(N)-service-access-point


3.2	Terms defined  in Conventions for definition of OSI services


3.2.1	This Recommendation | International Standard makes use of the following terms defined in CCITT X.210 | ISO 10731.


a)	OSI-service


b)	multi-peer


3.3	Terms defined in this Recommendation | International Standard


	Note — Several terms in the following list are structured with the prefix "MPCA-".  The terms thus prefixed are intended to have a consistent meaning across all layers, including the Application Layer.


3.3.1	Definitions of terms for MPCA are found in the section in which they are defined.


3.4	Abbreviations defined in the OSI Basic Reference Model


3.4.1	This Recommendation | International Standard builds on the concepts developed in CCITT Rec. X.200 | ISO 7498 and makes use of the following abbreviations defined in that Recommendation | International Standard:


a)	(N)-SAP


b)	OSIE


c)	PCI


d)	SDU


3.5	Abbreviations defined in this Recommendation | International Standard


3.3.1	This Recommendation | International Standard makes use of the following abbreviations:


a)	ga - group address


b)	gs - group selector


4.	Notation


4.1	Layers are described in CCITT X.200 | ISO 7498.  An (N)-, (N+1)-, and (N-1)- notation is used to identify and relate adjacent layers:


(N)-layer:	any specific layer;


(N+1)-layer:	the next higher layer;


(N-1)-layer:	the next lower layer.


4.2	This notation is also used for other concepts in the MPCA which are related to these layers, for example (N)-protocol, (N+1)-service.


4.3	When referring to a layer by name, the (N)-, (N+1)-, and (N-1) are replaced by the names of the layer, for example transport-protocol, session-service.


5	Description of multipeer


Note:	Multi-Peer Communication Architecture (MPCA) describes the combined service and protocol architecture needed to support multi-peer communication.  Mulit-peer as defined in clause 3.2 is limited to the service view of communication among more than two participants.  Protocols defined to support multi-peer services in the MPCA may be described using terms such as:


-	multicast:	where a single service invocation results in the (attempted) delivery to a group of recipient service-users;


-	broadcast:	where a single service invocation results in the (attempted) delivery to all peer service-users in the OSIE;


-	distributed peers (as in Transaction Processing or chaining in Directory Service Agents):	TBD;


-	producer consumer model (such as in Time Critical Communication Architecture):	TBD.


Editor's Note:	The above text was driven by the Editor's Instructions to include a description of different types of MPCA.  In terms of the architecture defined in the remainder of the Standard, these terms and their distinctions become special cases of the general architecture.


5.1	Definitions


5.1.1	MPCA-data transmission : a transmission from a single source to multiple destinations.  


5.1.2	(N)-group-association : a cooperative relationship among (N)-entity-invocations.


5.1.3	(N)-group-connection : an association requested by an (N+1)-entity for the transfer of data among a group of (N+1)-entities.  The association is established by the (N)-layer and provides explicit identification of a set of (N)-group-data-transmissions and agreement concerning the (N)-group-data transmission services to be provided for the set.  


5.1.4	(N)-group-connection-endpoint : a terminator at one end of an (N)-group-connection within an (N)-service-access-point.


5.2	Description


5.2.1	For information to exchanged among (N+1)-peer entities, a group-association is established among them in the (N)-layer using an (N)-protocol.


5.2.2	The rules and formats of an (N)-protocol supporting multi-peer communication are instantiated in an (N)-subsystem by an (N)-entity.  An (N)-entity may support one or more (N)-protocols including both MPCA and non-MPCA protocols.  (N)-entities when supporting multi-peer communication maintain the binding of (N)-group-connections to the appropriate (N+1)-entities at the appropriate (N)-SAPs. 


5.2.3	Within MPCA, multi-peer communication has the following fundamental characteristics:


a)	it involves establishing and maintaining a three or more party agreement concerning the transmission of data between the group of peer (N)-entities concerned and the (N-1)-layer providing the service;


b)	it allows the negotiation between all the parties concerned of the parameters and options that will govern the transmission of data;


c)	it provides group identification by means of which the overheads involved in address resolution and transmission can be avoided on data transmissions;


d)	it provides a context within which successive units of data transmitted to the (N)-group from a peer (N)-entity are logically related, and makes it possible to maintain sequence and provide flow control for those transmissions.


5.2.4	The characteristics of MPCA are particularly attractive in applications that require a single transmission to be delivered to a set of group members.


5.2.5	Within MPCA, multi-peer communication only supports communication where the same information is sent to multiple recipients.  It does not include those cases where an (N)-entity needs to send different information to different recipients.  The physical transmission of the information may be serially (that is where the information is individually sent to each recipient) or at the same time (using an (N-1)-MPCA-service.  MPCA may also be supported through the use of (N)-relays that support MPCA services.


6	Concepts of groups


6.1	Definitions


6.1.1	(N)-Group, (N)-multicast group :  a set of (N)-entities that abide by the rule(s) for belonging to a group able to utilize multicast services.


6.1.2	(N)-enrollment group : a set of (N)-entities which belongs to the multicast group and meets the group membership criteria established during enrollment.  It may not be possible for any (N)-entity to determine the members of the enrollment group, i.e., the rule defining the enrollment group is known but it may not be feasible to determine all entities that satisfy the rule.


6.1.3	(N)-enrolled group :  a set of (N)-entities which belongs to the enrollment group and has successfully completed the enrollment phase.  In the context of the enrollment phase, the enrolled group is those (N)-entities which have completed the registration and the activation procedures.  It may not be possible for any (N)-entity to determine the members of the enrolled group, i.e., the rule defining the enrolled group is known but it may not be feasible to determine all (N)-entities that satisfy the rule.


6.1.4	(N)-active group : a set of (N)-entities which belongs to the enrolled group and has entered the data transfer phase.


Note - A multicast group is the highest level in the group hierarchy; it defines the universe for the characterization of the different group types.  Multiple enrollment groups may be defined from the multicast group.  Either a group name or a set of group names are assigned to an enrollment group.  From an enrollment group, a single enrolled group bound to a single group address can be formed. 


6.2	Group Description


6.2.1	The use of the generic term group and the qualified terms such as enrollment-group define a hierarchy of group types.  The most general group type is the (N)-enrollment-group and consists of the (N)-entities which abide by the rules defining the group.  The (N)-enrollment-group is identified by the (N)-group-name.  The (N)-registered-group is a proper subset of the (N)-enrollment-group and consists those (N)-entities which have announced to the OSIE their ability to participate in (N)-group-connections.  There can be only one (N)-registered-group for any (N)-enrollment-group.  The (N)-enrolled-group is a proper subset of the (N)-registered-group and consists of those (N)-entities which have announced to the OSIE their willingness to participate in an (N)-group-connection.  There can be only one registered group for any single (N)-group-connection.  At this point, the (N)-enrolled-group:


-	consists of the set of (N)-entities which may participate in an (N)-connection


-	is identified by the (N)-group-name


-	is a proper subset of the (N)-enrollment-group and (N)-registered-group.


6.2.2	When an (N)-entity wishes to participate in an instance of communication by sending or receiving data over an (N)-group-connection, it joins the (N)-active-group corresponding to the (N)-group-connection.  An (N)-active-group is a subset of the (N)-enrolled-group and consists of those (N)-entities which have joined an (N)-group-connection.  There may be more than one (N)-active-group defined for an (N)-enrolled-group.  Each (N)-active-group is identified in the OSIE by an (N)-group-address.  Note:  The (N)-group-address may consist of the (N)-group-name along with other additional information such as a Connection-endpoint-identifier (CEPI) needed to identify individual (N)-group-connections within the scope of the (N)-enrolled-group as identified by the (N)-group-name. 


6.3	Group Characteristics


MPCA encompasses four principal dimensions that define a “solution space”, within which any particular multicast scheme can be located by describing where it lies along each of the four dimensions.  Each dimension represents a set of differentiating characteristics, such that the important differences between two multicast schemes can be described in terms of the different selection each scheme has made from each set of characteristics.  The four dimensions are:


	—	population characteristics;


	—	communications discipline;


	—	dialogue control characteristics;  and


	—	reliability characteristics.


Note:	SC 6 N9161 introduces the concept of a Group Association to embody some of these concepts.  However, Group Association and the associated limitations on conversations is deemed too narrow for an architectural document.


6.3.1	Population Characteristics


6.3.1.1	Population (or “group membership”) characteristics describe the way in which multicast groups are defined, established, and maintained.  Two distinctions are recognized within this category:


Static vs. Dynamic Population


	A static group is one in which the population of the group does not change.


	A dynamic group is one in which the population of the group may change.


Known vs. Unknown Population


	A group has known population when it is possible for members of the group to determine the identity of one or more other members of the group.


	A group has unknown population when a member of the group is not able to determine the identity of every other member of the group.  [Note:  A sender in a group of unknown population may not know in advance the complete set of receivers who may be expected to receive a particular PDU.]


6.3.2	Communication Discipline


6.3.2.1	Communication discipline describes the allowed group behavior of the sender(s) and receivers in a multicast group with respect to the transfer of data.


Send Only/Receive Only


	Within a group a sender(s) may originate (send) multicast transmissions that are not associated with any response(s) from recipients.  Within the same group receivers may only receive transmissions.


Send/Receive


	Within a group all members may either send or receive messages.


6.3.3	Dialogue Control


Centralized vs. Decentralized Group


	A centralized group is one in which a single (designated) member is permitted to send, and all other members are permitted to receive.  Depending on the communications discipline, it may or may not be possible for receivers in a centralized group to respond to communications originated by the sender.


	The designation of a member as sender may be dynamic and change from one member to another as long as only a single member is allowed to send at any given time.


	A decentralized group is one in which any member is permitted to either send or receive (or both).


	Note:	It is possible for restrictions to be placed on individual members of the active group on whether they or permitted to send data.  That is, in the decentralized group, only a subset of the active members may be authorized to send data.


6.3.4	Reliability Characteristics


6.3.4.1	This category incorporates the concepts of reliability and error control as they are applied both to instances of multicast transmission and to the maintenance of multicast group integrity.  "Reliability" spans a range from fully reliable (in-order error-free delivery is guaranteed to all members of an active group) to not reliable (no guarantees concerning the order of delivery or the presence of errors are made.)  Reliability may also be expressed with respect to the Active Group Integrity characteristics, which allows for variations such as "fully reliable with respect to a specified subset or an unspecified quorum of the members of the group, don't care beyond that", etc.


6.4	Naming and Addressing


Editor's Note:	The instructions to the editor (SC 21/N8852) requests that significant text be included in this draft about naming and addressing.  A VERY preliminary first draft of some naming and addressing concepts have been included.  It is anticipated that significant further work, especially relating this work to the OSI Naming and Addressing part, will be required.  Also, work needs to be done in the area of type and instance capabilities.


6.4.1	Definitions


6.4.1.1	(N)-group-name : a name, unambiguous within the OSIE, which is used to identify a set of (N)-entities which identifies the group.


6.4.1.2	(N)-group-address : a name, unambiguous within the OSIE, which is used to identify a set of (N)-addresses which identifies members of the group.


6.4.2	Description


Editor's Note:	The following text is from SC 21 N 3287.


The invocation and provision of the (N)-MPCA service makes use of the following:


-	an (N)-group-address


-	a list of (N)-addresses and/or (N)-group-addresses


Some uses of MPCA involve a transmission to an unknown or partially known group.  This can be done using (N)-entity-group-titles or (N)-group-addresses.


6.4.2.1	Naming


6.4.2.1.1	An (N)-group can be identified by its (N)-group-name.  The (N)-group-name must be unambiguous within the OSIE.  The (N)-group name must be unambiguous to ensure that entities registering for a particular (N)-group can unambiguously identify which group it wishes to join.  The (N)-group name identifies only the group and does not identify entities, or the mapping of entities belonging to the group and addresses.  The (N)-group-name is used for the purposes of identifying the existence of the (N)-group to the entities in the OSIE.


6.4.2.1.2	An (N)-group-name is assigned and managed by an appropriate naming authority under the auspices of System Management.


6.4.2.1.3	An (N)-group-connection-id is a name used for identifying specific (N)-group-connections within the scope of a single group.  The combination of an (N)-group-name and an (N)-group-connection-id unambiguously identifies an instance of communication within the OSIE.  The (N)-group-connection-id must be unambiguous within the scope of the (N)-group-name.  The assignment and management of (N)-group-connection-ids is by a designated authority assigned by System Management to an entity responsible for managing the (N)-group.


6.4.2.2	Addressing


6.4.2.2.1	Group-Addresses


6.4.2.2.1.1	An (N)-group address is a name unambiguous within the OSIE which is used to identify a set of (N)-addresses that are associated with multi-peer data transmission.  When an (N)-group address is used to send an (N)-PDU, all members of the list receive the (N)-PDU.  Thus an (N)-group address stands for a list of (N)-addresses.


6.4.2.2.1.2	(N)-group addresses are constructed in the same way as (N)-addresses.  An (N)-group address of the upper four layers is constructed from a Network address and (N)-group-selectors.  However, there are some additional restrictions on (N)-group addresses and (N)-group selectors.  An (N)-ga and an (N)-gs must be unambiguous, at least among the members of the open systems group.  This means that the values cannot be determined unilaterally.


6.4.2.2.1.3	Specifically,


-	an (N)-group-selector is unambiguous within the scope of an (N-1)-group-address


-	each (N-1)-group-address identifies a distinct (N)-entity group.


6.4.2.2.1.4	As a result, an (N)-entity must be able to distinguish between an (N)-group-address and a two-peer (N)-address.  There are four ways that this could be achieved:


-	coding of MPCA (N)-PCI such that MPCA (N)-PDUs can be distinguished from other (N)-PDUs.  Any (N)-address can then be identified as (N)-group address or two-peer (N)-address according to the type of (N)-PDU in which it occurs.


-	in some layers, the (N)-entities handling (N)-MPCA protocols may be separate from those handling two-peer (N)-protocols.  In this case an (N)-entity will always process the (N)-address according to the type of protocol it handles.


-	in some layers, (N)-group-addresses may be encoded distinctly from two-peer (N)-addresses.


-	the (N)-entity may have local knowledge of which addresses are (N)-group addresses and which are (N)-addresses.


6.4.2.2.2	Explicit addressing


6.4.2.2.2.1	For small groups or very short-lived groups, it may not be economical to go through the process of establishing (N)-ga.  Thus, explicit lists of (N)-ga or (N)-gs may appear in (N)-PCI.  Combinations of (N)-ga's and explicit lists of (N)-addresses at different layers is permitted.  Because of the requirement to combine (N)-ga's with explicit lists of (N)-addresses and the fact more than one (N)-selector may be associated with an (N-1)-address (i.e., more than one member of the group in the same system), it will be necessary to provide algorithmic definition or proper syntactic encoding to ensure the proper (N)-selectors are associated with the correct (N-1)-addresses.


6.4.2.2.2.2	When an end system receives an (N)-group-PAI in an (N)-PDU, it must consult a list to determine to which (N)-address(es) the PDU should be delivered.  When an intermediate system receives an (N)-group-PAI in an (N)-PDU, it must relay the PDU to those addresses in the list which are reachable from this intermediate system.


6.4.2.2.3	Selection of (N)-group selectors


6.4.2.2.3.1	(N)-group selectors are only unambiguous with respect to their associated (N-1)-group-addressses.  It is the responsibility of each system receiving an MPCA transmission to map or translate the (N)-group selectors to whatever is required locally on a layer by layer basis using locally stored directory information and a reference to this specific group derived from recognition of the (N-1)-group-address.  This local reference is passed between layers as a service parameter with the SDU.


6.4.2.2.3.2	In the same way that non-MPCA selectors are chosen by the addressed system as a local matter, the assignment of values to (N)-group selectors is local to the combination of systems who are addressed by the associated group network address.  The mechanism for agreeing on the values could be one of the following:


-	a prior agreement by manual means or using a special administrative application


-	layer protocol negotiation


6.4.2.2.3.3	Note that if there were only one multi-peer application allowed per group network address then there would be no need for selectors at all since local tables could define what is required for a given group network address.  (N)-group selectors allow for having more than one multi-peer application using the same group network address and also to aid with internal considerations caused by several units making up the end systems.  It is also possible through internal tables to have one group-P-selector connect to several end users on this system.


6.4.2.2.3.4	Of course, if lists are used instead of group addresses then group selectors are not involved.


6.5	Ordering


6.5.1	Ordering is concerned with the following two aspects:


1.	how PDUs of a single sender are presented to the receivers


2.	how a single receiver gets PDUs from the sender(s).


6.5.2	In the case of a single sender, ordering if needed ensures that the data units generated by the sender are delivered to each receiver in the active group in the same order as they were sent.  In the case of multiple senders, ordering determines the relative sequencing of data received from multiple sources.  The ordering relationship defines the arrangement or interleaving of data from the multiple senders.  The ordering relationship can be: local, partial, causal, or total.  Note that when there are only two participants in the active group, local ordering, causal ordering, and total ordering are the same.


6.5.3	The properties of ordering apply at the service level and at the protocol level.  At the service level, the service provider is required to provide guarantees regarding the order in which SDUs are delivered to the receiving service users.  There are applications that do not require all of these (or even any of these) ordering properties: the service provider delivers the SDUs received from the sending service users to the receiving service users in no particular order.  There are applications that require the service provider to deliver the SDUs to the receiving service users in the same order or in a different order (e.g., last SDU received by the service provider is first delivered to the receiving service users) in which the SDUs were received by the service provider from the sending service users.  At the protocol level, PDUs are ordered to achieve the ordering property required by the service.


6.5.4	The following notation is used to describe the ordering relationships.


Notation:	Let S_k(m) be the local event of sending data unit m at site k(=1,2,..,N).�		Also let A_l(m) be the local event accepting the data unit m at a site l.  The symbol �		"Æ" is "happened before" relation.


6.5.5	No ordering: No ordering applies when the data units are delivered to the receivers in the active group in no particular order regardless of the number of senders.  Particularly in the case of multiple senders, no ordering relationship exists for the arrangement or interleaving of data units from the multiple senders.


6.5.5.1	Using the notation specified in 6.5.4 above, no ordering means:


	S_p(m) Æ S_p(m') =/_ A_i(m) Æ A_i(m')�		for every p, i and for every (m,m') pair


6.5.6	Local ordering : Local ordering orders the data units sent by a particular sender according to the order they were sent by that sender.  Local ordering does not establish an ordering relationship among the data units sent by multiple senders within an active group.  Each receiver in the active group may receive the data units sent by multiple senders in a different order, however the data units generated by a particular sender are delivered to all the receivers in the active group in the same order in which the data units were sent by that sender.


6.5.6.1	Using the notation specified in 6.5.4 above, local ordering is defined as:


	S_p(m) Æ S_p(m') _ A_(i(m) Æ A_i(m')�		for all p, i and for all (m,m') pairs


	and


	S_p(m) Æ S_q(m') =/_ A_(i(m) Æ A_i(m')�		for all p, q, i and for all (m,m') pairs


6.5.7	Causal ordering : Causal ordering orders the data units generated by all the senders in the active group according to the causal dependency relationship among the sending events.  A causal dependency relationship is established between two sending events, a and b, if the following applies: (1) a happens before b if a and b are sending events generated by the same sender and a is sent before b, and (2) a happens before b if a and b are sending events generated by two different senders and the data unit generated by the event a by one sender is received by the other sender before it generates the event b.  A causal dependency relationship is established among more than two sending events as follows.


6.5.7.1	If it is established that a happens before b and that b happens before c, then it can be established that a happens before c.  A causal dependency relationship cannot be established between the two sending events a and b if it cannot be established that a happens before b and that b happens before a.


	S_p(m) Æ S_q(m')_ A_i(m) Æ A_i(m')�		for all p, q, i and�			•	for all (m,m') pairs that satisfy the temporal relationship:�				A_q(m) Æ S_g(m') when p ð q, or�			•	for all (m,m') pairs where p = q.


6.5.8	Total ordering : Total ordering orders the data units generated by all the senders in the active group according to the absolute timing relationship existing among the sending events.  Each receiver in the active group receives the data units from all the senders in the same order.


6.5.8.1	Using the notation specified in 6.5.4 above, total order means:


	S_p(m) Æ S_q(m') _ A_i(m) Æ A_i(m')�		for all p, q, i and for all (m,m') pairs.


6.5.9	Partial ordering : Partial ordering orders the data units generated by all the senders in the active group according to an arbitrary rule.  If the data units are ordered according to an arbitrary rule chosen by the service provider and applicable to all the receivers, then each receiver in the active group receives the data units generated by all the senders in the same order.  If the data units are ordered according to an arbitrary rule determined by the receiver, then each receiver may receive the data units in a different order.


6.5.9.1	Using the notation specified in 6.5.4 above, total order means:


	S_p(m) Æ S_q(m') _ A_i(m) Æ A_i(m')�		•	for all i but for some p, q and for some (m,m') pairs, if the arbitrary �			ordering rule is set by the service provider for all receivers, or �		•	for some p, q, i and for some (m,m') pairs, if the arbitrary ordering rule is �			set independently by each receiver.


6.6	Model of Multi-Peer Communication


6.6.1	Model of Multi-Peer Association


6.6.1.1	The primary reason for MPCA is the support of Applications needing MPCA services.  This leads to the need for the definition and invocation of groups consisting of Application Layer entities.  The definition of an Application-group is through the registration of the group definition in the OSIE.  At this stage, only the rules for the Application-group may only exist in the data base of the group manager, and the entities comprising the group may not be identifiable.  However, any Application-entity that may potentially satisfy the rules for the group may be considered, in a less restrictive sense, as a member of the group.  The registration of the (N)-group definition in the OSIE is the initial part of the enrollment phase.  Hence, the (N)-enrollment-group is a set of entities which potentially satisfy the rules used to define the (N)-group.  In the specific case of the Application Layer, the Application-enrollment-group is the set of Application-entities which adhere to the rules for membership in the Application-group.


6.6.1.2	As soon as the (N)-enrollment-group is reported to the group manager, an (N)-group-name is assigned to the group.  Hence, an (N)-enrollment group can be identified by its (N)-group-name in following actions by potential (N)-entities.  The (N)-group-name identifies an (N)-type as defined by the rules defining the group.  For example in the case of the Application Layer, the Application-group-name identifies an Application-group whose characteristics are defined in the group rules.


6.6.1.3	After a (N)-group is defined, potential members may register themselves as members at the group manager by using the group-name already given for the enrollment phase and publicized.  Any (N)-entity that wants to receive or send group messages must complete registration.  The group formed through registration is call the (N)-registered-group.


6.6.1.4	It is important to note that, without registration, there is no way for an (N)-entity to receive MPCA messages over an (N)-group-connection.  Registration of an (N)-entity creates a binding between an (N)-group-address and the (N)-address of the (N)-entity.


6.6.1.5	When an instance of communication is desired, an (N)-entity communicates with the group manager to allocate resources to the communication.  At this point, an (N)-group-connection is instantiated.  The instantiation of the (N)-group-connection creates an (N)-group-connection-id that identifies the instance of communication to the (N)-entities in the (N)-registered-group.  A particular (N)-entity may choose to join an (N)-group-connection through the appropriate mechanisms based on the (N)-group-name and (N)-group-connection-id.  For the case of the Application Layer, an Application-group-association is created with the complete state information about the Application-group-association available to the Application-entities.  


6.6.1.6	In establishing an Application-association, Presentation and lower layer connections are established.


Editor's Note:	The has been significant contributions within SC 6 on the need to define a group association at lower layers, and to place within the context of those associations considerable complexity.  This was examined in detail and was determined to be unnecessary  if a general model of MPCA was adopted.  The need for an Application Association was maintained to allow for the coordination across multiple MPCA connections .


6.6.2	Model of Communication


6.6.2.1	There is no restriction on the topology of multi-peer communication in MPCA.  The general topology consisting of all active group members being able to send and receive information at the same time, over the same (N-1)-connection is inherent in all multi-peer communication.


6.6.2.2	The basic component of all multi-peer communication is the (N)-group-connection (or at the Application Layer the Application-association).  An (N)-group-connection can generally support the sending and receiving of data at the same time.  No inherent restriction is placed on which entity can send and receive.


6.6.2.3	From the general MPCA model of an (N)-group-connection, restricted cases of communication can be generated.  For example, if the (N)-group definition defines the model of communication as a single sender, then the (N)-group-connection may be defined with a data token (like in the half-duplex communication mode).  Only the (N)-entity with the data token may send data.  Further, this may be expanded to allow for passing the token (roving single sender); or further to allow multiple tokens (up to the number of active (N)-entities.)


Editor's Note:	In reviewing some of the contributions from SC 6 (N9161) considerable effort is given in defining restricted sub-categories of (N)-connections that are based on a single sender model.  After defining the model for the general, unrestricted model, each of the restricted modes can be generated using group definition rules, AGI, and QoS.  In the definition of the architecture, it is important to define the general underlying case rather than the restricted "special cases" to ensure that the special cases do not create future situations which cannot be modeled.  As has been described before, the general multi-sender case CANNOT be modeled as a set of single sender connections.  The set approach fails to consider the problem with ordering, reliability, QoS, and other state information considerations across single sender connections.  It is not possible to co-ordinate multi-connection data since the characteristics (i.e., failure modes) cannot be completely specified.


However, the restricted single sender case can easily be generated from the general multi-sender case; as can any other special purpose (N)-connection.


7	Services and functions and their significance in the context of the multi-peer communications architecture


7.1	Definitions


7.1.1	Active Group Integrity :  is defined during enrollment and applies to a particular multicast group connection.  It defines the set of conditions concerning the active group which must be true in order for the group connection to enter the data transfer phase (see the attached state diagram).


7.1.2	Quorum : A minimum number of entities in the active group which meets the requirements of Active Group Integrity.


7.2	Services


7.2.1	Connection establishment and release





7.2.2	Suspend





7.2.3	Resume





7.2.4	Multiplexing and Demultiplexing





7.2.5	Normal Data Transfer


Control information and user data are transferred among (N)-entities in (N)-protocol-data-units.  An (N)-protocol-data-unit is a unit of data specified in an (N)-protocol and contains (N)-protocol-control-information and possible (N)-user-data.


(N)-protocol-control-information is transferred among (N)-entities using an (N-1)-service.  (N)-protocol-control-information is any information that supports the cooperative operation of (N)-entities.  (N)-user-data is passed transparently between (N)-entities using an (N-1)-service.


The quality of service agreed when the group-connection was invoked is related to the flow of service-data-units across service-access-points.


7.2.6	Data transfer during establishment





7.2.7	Flow Control


If flow control functions are provided, they can only operate on protocol-data-units and interface data units.


Two types of flow control are identified:


a)	Peer flow control which regulates the rate at which (N)-protocol-data-units are sent between (N)-entities supporting MPCA.  Peer flow control requires protocol definitions and is based on protocol-data-unit-size.  Flow control may be based on group value whereby a sender advertises the maximum number of protocol-data-units allowed for the entire group, or it may be based on a single source-destination pairing; and


b)	(N)-interface flow control which regulates the rate at which (N)-interface-data-units are passed between an (N+1)-entity and an (N)-entity.  (N)-interface flow control is based on (N)-interface-data-unit-size.


In MPCA, peer flow control may operate over the entire group or may be limited to source and destination pairs.  Flow control operates on (N)-PDUs and is not limited to SDU boundaries.


Peer flow control functions require flow control information to be included in the (N)-protocol-control-information of an (N)-protocol-data-unit.


7.2.8	Expedited transfer of data


An expedited-data-unit is a service-unit which is transferred and/or processed with priority over normal service-data-units.  An expedited data transfer service may be used for signaling and interrupt purposes.  In an MPCA environment, expedited data is related to a sequence of data transfers of a single source.  (It is for further study if expedited data transfer should relate to the data of multiple sources.)





7.2.9	Segmenting





7.2.10	Blocking





7.2.11	Concatenation





7.2.12	Sequencing


The (N-1)-services provided by the (N-1)-layer of the OSI architecture may not guarantee delivery of (N-1)-service-data-units in the same order as they were submitted by the (N)-layer.  If the (N)-layer needs to preserve the order of (N-1)-service-data-units transferred through the (N-1)-layer, sequencing mechanisms shall be present in the (N)-layer.  Sequencing may require additional (N)-protocol-control-information.


In MPCA sequencing of data-units is under the control of quality of service.  Sequencing may apply to only data-units received from a single source or may relate all received data-units.  (In order to relate all received data-units a common time reference is required.)


7.2.13	Acknowledgment


An acknowledgment function may be used by (N)-entities using an (N)-protocol to obtain a higher probability of detecting protocol-data-unit-loss than is provided by the (N-1)-layer.  Each (N)-protocol-data-unit transferred among (N)-entities is made unambiguously identifiable, so that the receivers can inform the sender of the receipt of the (N)-protocol-data-unit.  (This may take the form of a negative acknowledgment.)


An acknowledgment function may require that information be included in the (N)-protocol-control-information of (N)-protocol-data-units.


The scheme for unambiguously identifying (N)-protocol-data-units may also be used to support other functions such as detection of duplicate data-units, segmenting, and sequencing.


7.2.14	Error detection and notification


Error detection and notification functions may be used by an (N)-protocol to provide a higher probability of both protocol-data-units error detection and data corruption detection than provided by the (N-1)-service.


Error detection and notification may require that additional information be included in the (N)-protocol-control-information of the (N)-protocol-data-unit.


The reliability of the (N)-service is part of the quality of service.


7.2.15	Reset


Some services require a reset function to recover from a loss of synchronization among the (N)-entities.  A reset function sets the correspondent (N)-entities to a predefined state with a possible loss or duplication of data.


The reset function may require that information be included in the (N)-protocol-control-information of the (N)-protocol-data-unit.


In MPCA a reset function may encompass a single source and destination or it may include all active participants in the group-connection.


7.2.16	Routing





7.2.17	Quality of service





7.2.18		AGI


AGI describes the conditions which must be present in order for the data transfer to take place.  If during the data transfer phase, the AGI is no longer met, the connection may be either terminated or suspended.  The actions taken on the failure of AGI during the data transfer are defined according to the AGI procedures.


The AGI applies to the state of the group connection, and relates to the characteristics of the active group.  AGI are not attributes of the individual active group members, but attributes of the group.


8	Mode of communication


The use of an MPCA service by peer entities includes five distinct phases:


a)	enrollment,


b)	establishment,


c)	data transmission,


d)	de-establishment, and


e)	de-enrollment.


8.1	Definitions


8.1.1	Enrollment: is the phase which creates sufficient shared state in the OSIE, i.e, the network, to allow instances of communications to be allocated.  Note that this may mean that such shared state can be created without involving any of the potential participants in such a communication.  


8.1.2	Establishment : is the phase which instantiates the participants in a communication and creates the shared state necessary to support the functions of the data transfer phase.


8.1.3	Data Transfer : is the phase where the exchange of information among entities may take place.


8.2	Description


8.2.1	The MPCA consists of a single mode of operation which is supported by (N)-group-connections.  A group connection is an association established for the transfer of data between zero or more peer-(N)-entities.  This association binds the peer-(N)-entities together with the (N-1)-entities in the next lower layer.  The ability to establish and release a group connection and to transfer data over it is provided to the (N)-entities in a given (N)-layer by the next lower layer as an MPCA service.  The use of an MPCA service by peer-(N)-entities proceeds through three distinct phases: enrollment, establishment, and data transfer.  Each phase consists of a set of operations (which complete conditions to progress to the next phase) and their inverses (for returning to the previous phase.)


8.2.2	In addition to the clearly distinguishable lifetime exhibited by these phases, a group-connection has the following fundamental characteristics:


a)	it involves establishing and maintaining a two or more party agreement concerning the transmission of data among the peer-entities concerned, and using the provider of the (N-1)-service,


b)	it allows the negotiation between all parties concerned of the parameters and options that will govern the transmission of data


c)	it provides group-connection identification


8.2.3	The characteristics of group-connections span the requirements for all MPCA communications.  Traditional connection-mode and connectionless-mode communication as found in the OSI Reference Model can be mapped to the single mode found in MPCA.


8.3	Enrollment


8.3.1	The enrollment phase creates the shared state in the OSI environment that is necessary to permit the establishment of an instance of group connection.


8.3.2	This phase makes an entity and its capabilities known to the network; enters addressing (and possibly other configuration) information into the appropriate directories ( and routing tables); sets parameters that characterize the communications in which the entity is prepared to participate; and establishes relevant access control rules.


8.3.3	The group enrollment phase is often characterized by two distinct operations (and their inverses): the registration of an entity and its activation.  In general, it is useful to be able to separately control the registration and the actual availability of a protocol entity.  Activation and deactivation are the traditional operations of putting a facility "on-line" and taking it  "off-line" without deleting the system's knowledge that the facility exists.


8.3.4	This phase may also establish constraints on the way in which entities may participate in a group connection.


8.3.5	The inverse operation of activation (de-activation ) is performed when an entity becomes unavailable for communication (but remains registered) -- is "deactivated".  The inverse operation of registration (de-registration) is performed when an entity's registration is deleted.  The actions taken with respect to active instantiations of an entity when the entity is de-enrolled depend individually on the type of entity involved.  In some cases, all active instantiations may be deleted; in others, active instantiations may be allowed to complete normally and then are deleted.  


8.3.6	The inverse of enrollment (de-enrollment) is completed upon the completion of both the de-activation and de-registration operations.


8.4	Establishment


8.4.1	The group establishment phase establishes the shared state among the participants in a multicast group (based on information established during enrollment) of a specific instance of a group connection for that group.  It consists of two parts: an establishment phase, and a de-establishment phase.


8.4.2	The establishment phase is entered when the (N+1)-layer or system management actually initiates a procedure which causes an entity to allocate resources for a group connection and to enter a state in which it is ready to send and/or receive data.  There are two operations (with their inverses) which must occur during this phase: the binding of the (N+1)-layer entity with the (N)-layer entity, and the joining of a group connection.  The successful completion of both operations leaves the entity in the data transfer phase.  It is during the establishment phase that the specific QoS requirements acceptable to the (N+1)-layer for data transfer to and from this address must be made (or modified) if they were not made during the enrollment phase.


Note:	The transition to the data transfer phase may be into the "AGI not satisfied" state if the AGI conditions have not been met (see the attached state diagram).


8.4.3	The inverse operation (de-joining) is entered when a participant has completed the data transfer phase and discards any shared state about the group connection.  The inverse operation (de-binding) removes the shared state from between the N+1 entity and the N-entity.  The completion of the two inverse operations completes the inverse of establishment (de-establishment) and returns the entity to the enrollment phase.


8.5	Data Transfer


8.5.1	The data transfer phase involves the actual transfer of data among the participants in an instantiated multicast group.  It may include functions to maintain the QoS, either in terms of error control or resource establishment.


8.5.2	This phase is entered when the actual transfer of data begins according to the requested Quality of Service among the addresses specified during either the group enrollment phase or the group establishment phase.


8.6	Combination and Conversion between service types


The provision of MPCA functions and services and point-to-point functions and services in specific layers of the Reference Model and the characteristics of these services, together with the provision of functions providing for conversion within a layer between one mode and another, should be such as to ensure that it is possible to determine whether or not interworking between open systems is possible.  In order to maximize the possibility of interworking and to limit protocol complexity, there is a restriction on the number of layers within which conversion between one mode of service and the other may take place.


8.6.1	Restrictions on combinations of MPCA and point-to-point modes of communication


8.6.1.1	Conversion is only allowd at those layers where relaying is performed.


Note: For example, the following may apply.  There is a restriction on the number of layers within which conversion from a MPCA mode service to non-MPCA service (or vice-versa) may take place.  This restriction applies to the layers as follows:


a)	Special considerations apply to the Physical and Data Link layers.  MPCA services are not differentiated for the Physical Layer.  The services of the Physical Layer are determined by the characteristics of the underlying medium and are too diverse to allow categorization into a mode of service.  Functions in the Data Link Layer must convert between the services offered by the Physical Layer and the type of Data Link service needed.


b)	Conversion may be provided in the Network Layer to support a Network service of a given mode over a Data Link service or subnetwork service of the any other mode.  This, in conjunction with relaying, provides an end-to-end Network service of a given mode over concatenated subnetworks and/or Data Link services of any mode.  Support of such conversions, where necessary to provide a given mode of Network service, is a requirement of OSI standards.


c)	Conversion between MPCA and non-MPCA modes may not be provided in the Transport Layer.  That is, there are no pdu replication functions provided by the Transport Layer.


d)	Conversion may not be provided in the Session and Presentation layers is not permitted.  That is, there are no pdu replication functions provided by the Session or Presentation layers.


e)	Conversion in the Application Layer may be performed as required to support one mode of operation over the other mode of service in the lower layers.


8.6.1.2	The practical implication of the above restrictions are that only the Application and Network Layers may support MPCA communication over non-MPCA services.  At these two layers, pdu replication and point-to-point modes of communications may be used to provide a MPCA service.  At all other layers, if MPCA communications are required, these must be mapped to an underlying (N-1)-MPCA-service.


9	QoS


Editor's Note:  This section has not been completed, nor is proposed text ready for inclusion.  Further work is needed to complete this section.


10	Network management


Editor's Note:  This section has not been completed, nor is proposed text ready for inclusion.  Further work is needed to complete this section.


11	Security


Editor's Note:  This section has not been completed, nor is proposed text ready for inclusion.  Further work is needed to complete this section.


12	Use of directory


Editor's Note:  This section has not been completed, nor is proposed text ready for inclusion.  Further work is needed to complete this section.


13	Efficiency


Editor's Note:  This section has not been completed, nor is proposed text ready for inclusion.  Further work is needed to complete this section.


14	Description of layer capabilities


14.1	Application Layer


14.1.1  Definitions


14.1.1.1  application-entity:  an active element, within an application process, embodying a set of capabilities which is pertinent to OSI and which is defined for the Application Layer, that corresponds to a specific application-entity-type (without any extra capabilities being used).


14.1.1.2   abstract syntax:  the specification of Application-protocol-data-units by using notation rules which are independent of the encoding technique used to represent them.


14.1.2  Purpose


14.1.2.1  As the highest layer in the Reference Model of Open Systems Interconnection, the Application Layer provides the sole means for the application process to access the OSIE.  Hence the Application Layer has no boundary with a higher Layer.


14.1.2.2  The aspects of an application process which need to be taken into account for the purpose of OSI are represented by one or more application-entities.  


14.1.2.3  An application-entity represents one and only one application process in the OSIE.  Different application processes may be represented by application-entities of the same application-entity-type.  An application process may be represented by a set of application-entities:  each application-entity in this set may be, but need not be, of different application-entity-type.


14.1.3  Services provided by application-entities


14.1.3.1  General


14.1.3.1.1  Application-processes exchange information by means of application-entities which use application-protocols and presentation services.


14.1.3.1.2  As the only layer in the Reference Model that directly provides  services to the application-processes, the Application Layer necessarily provides all OSI services directly usable by application-processes.  


14.1.3.1.3  There exists no Application Layer service in the sense of (N)-layer service in that there is neither a general service provided to an upper layer nor a relation to a service-access-point.  


Note:  The related concept of OSI-service, defined in ISO/IEC 10731, is applicable in the Application Layer.


14.1.3.2	MPCA services


14.1.3.2.1	In addition to information transfer among members of an (N)-group, such services and facilities may include, but are not limited to the following:


a)	identification of the intended (N)-group members (for example by name, address, definition description, generic description);


b)	determination of the acceptable quality of service (for example response time, tolerable error rate, cost vis-a-vis the previous considerations);


c)	synchronization amongst cooperating applications;


d)	agreement on responsibility for error recovery;


e)	agreement on security aspects (e.g., authentication, access control, data integrity);


f)	selection of mode of transmission regime;


g)	identification of abstract syntax.


14.1.4	Functions within the Application Layer


14.1.4.1	The Application Layer contains all functions which imply communication in any of the three modes among open systems and are not already performed by the lower layers.  These functions include functions performed by programs as well as functions performed by human beings.


14.1.4.2	In particular, application entities maintain, as part of the pre-knowledge necessary in order to communicate, (or have access to, via either the use of a directory facility or System Management) information on the use of the appropriate mode of transmission by the peer-entities or group of peer entities with which they may need to communicate.


14.1.4.3	Groupings of functions in the Application Layer


An application-entity can be structured internally into Application Layer objects representing groups of functions.  Use of one grouping of functions may depend on use of some other functions, and the active functions may vary during the lifetime of the application-association.  


14.2  Presentation Layer


14.2.1  Definitions


14.2.1.1  concrete syntax:  those aspects of the rules used in the formal specification of data which embody a specific representation of that data.  


14.2.1.2  transfer syntax:  the abstract and concrete syntax used in the transfer of data between open systems. 


14.2.1.3   presentation context:  an association of an abstract syntax with a transfer syntax.


14.2.2  Purpose


14.2.2.1  The Presentation Layer provides for the representation of information that application-entities either communicate or refer to in their communication.  


14.2.2.2  The Presentation Layer provides for common representation of the data transferred between application-entities.  This relieves application-entities of any concern with the problem of “common” representation of information, i.e., it provides them with syntax independence.


14.2.2.3  The Presentation Layer ensures that the information content of the Application Layer data is preserved during transfer.  Cooperating application-entities are responsible for determining the set of abstract syntaxes they employ in their communication.  The Presentation Layer is informed of the abstract syntaxes that are to be employed.  Knowing the set of abstract syntaxes to be used by the application-entities, the Presentation Layer is responsible for selecting mutually acceptable transfer syntaxes.


NOTE -  Presentation-entities have no role in determining the set of abstract syntaxes to be used by the application-entities.


14.2.3  Services provided to the Application Layer


14.2.3.1  The Presentation Layer provides the following facilities:  


a)  identification of a set of transfer syntaxes;


b)  selection of transfer syntax; and


c)  access to session services 


14.2.3.2  Identification of a set of transfer syntaxes provides one or more means of representing an abstract syntax.  Selection of transfer syntax provides the means of initially selecting a transfer syntax and subsequently modifying the selection.


14.2.3.3  Session services are provided to application-entities in the form of presentation services.


14.2.3.4  In connectionless-mode, segmentation and resassembly are not  provided in the Presentation Layer.  Thus, the size of presentation-service-data-units is limited by the size of presentation-protocol-data-units and presentation-protocol-control-information.


14.2.4  Functions within the Presentation Layer


The Presentation Layer performs the following functions to help accomplish the presentation-services:  


a)  negotiation and re-negotiation of transfer syntax;


b)  representation of the abstract syntax chosen by the application-entities in the transfer syntax negotiated or renegotiated, 


including format and special purpose transformations (for example, data compression);  


c)  restoration of previously negotiated syntaxes on the occurrence of certain events; and


d)  use of session-services. 


14.2.4.1  Representation of abstract syntax


14.2.4.1.1  Application-entities agree on the abstract syntaxes that will be used for their communication.  It is necessary that these abstract syntaxes are represented in appropriate transfer syntaxes for communication to take place.


NOTE -  Within  a real open system, data defined in terms of an abstract syntax will be represented within the local system environment by a local concrete syntax.  A transformation may be necessary between the local concrete syntax and the transfer syntax.  Thus, in communication between real open systems there are three concrete syntax versions of the data:  the concrete syntax used by the originating  application-entity, the concrete syntax used by the receiving application-entity, and the concrete syntax used between the presentation-entities (the transfer syntax).  It is clearly possible that any or all of these syntaxes be identical.  The local concrete syntaxes are not visible within the OSIE.


14.2.4.1.2  The fact that there is or is no actual transformation of concrete syntax has no impact on the presentation-protocol.


14.2.4.1.3  There is not a single predetermined transfer syntax for all OSI.  In MPCA, the transfer syntax to be used on a presentation-connection is negotiated at group-connection initiation and among the presentation-entities.   


14.2.4.2  Negotiation of  transfer syntax


Editor's Note:	The following text is an initial effort at the Presentation Layer and is lifted from Part 1 of the OSI RM.  Further refinement of this text is required.


14.2.4.2.1  Negotiation (or selection) of transfer syntax takes place among the presentation-entities when an application-entity provides the name of an abstract syntax for which a transfer syntax is required.


14.2.4.2.2  In general, there may be more than one combination of abstract syntax and transfer syntax.  It may be possible to represent a specific abstract syntax by one or more transfer syntaxes; also it may be possible to use one transfer syntax to represent more than one abstract syntax.  Each combination of abstract syntax and transfer syntax is called a presentation context.  From the viewpoint of the application-entity, a presentation context represents a specific distinct use of an abstract syntax.


14.2.4.3	Addressing and Multiplexing


There is no multiplexing or splitting in the Presentation Layer.  


14.3	Session Layer


14.3.1	Definitions


14.3.1.1  token management:  a facility of the session-service which allows correspondent presentation-entities to control explicitly whose right it is to exercise certain session-services.  


14.3.1.2  duplex mode:   a mode of interaction where both presentation-entities may concurrently send and receive normal data.  


14.3.1.3  half-duplex mode:  a mode of interaction where, at a given instance, only one of the two correspondent presentation-entities is allowed to send normal data.


14.3.1.4  session-connection synchronization:  a facility of the session-service which allows  presentation-entities to define and to identify synchronization points and to reset a session-connection to a predefined state and to agree on a resynchronization point.  


14.3.2	Purpose


14.3.2.1  The purpose of the Session Layer is to provide the means necessary for co-operating presentation-entities to organize and to synchronize their dialogue and to manage their data exchange.  To do this, the Session Layer provides services to establish a session-group-connection among presentation-entities, to support orderly data exchange interactions, and to release the connection in an orderly manner. 


14.3.2.2  The functions of the Session Layer for MPCA communication is for further study.


14.3.3	Services provided to the Presentation Layer


14.3.3.1	General


14.3.3.1.1  In MPCA-mode, the services provided by the Session Layer are described below:  


a)	session-group-connection establishment;


b)	session-group-connection release;


c)	normal data transfer;


d)	expedited data transfer (for further study);


e)	token management;


f)	session-group-connection synchronization;


g)	exception reporting; 


h)	activity management (for further study);


j)	typed data transfer (for further study); and


k)	resynchronization.


14.3.3.1.2	In MPCA-mode, segmentation and resassembly at the Session Layer is for further study.  Thus, the size of session-service-data-units may be limited by the size of session-protocol-data-units and session-protocol-control-information.


14.3.3.2	Session-group-connection establishment


14.3.3.2.1 The session-group-connection establishment service enables presentation-entities to establish and join a session-group-connection.  The presentation-entities are identified by session-group-addresses used to request the establishment of the session-connection.  


14.3.3.3	Session-group-connection release


14.3.3.3.1  The session-group-connection release service allows presentation-entities to release a session-group-connection in a orderly way without loss of data.  It also allows a presentation-entity to request at any time that a session-group-connection be aborted;  in this case, data may be lost.  


14.3.3.3.2  A session-group-connection may also be aborted by one of the session-entities supporting it.  


14.3.3.4	Normal data transfer 


The normal data transfer  service allows a sending presentation-entity to transfer a session-service-data-unit to receiving presentation-entities.  


14.3.3.5	Exception reporting


The exception reporting service permits the presentation-entities to be notified of  exceptional situations.  


14.3.4	Functions within the Session Layer


14.3.4.1  The functions within the Session Layer are those which shall be performed by session-entities in order to provide the session-services.


14.3.4.2  Most of the functions required are readily implied by the services provided.  Additional description is given below for the following functions:  


a)	session-group-connection to transport-connection mapping; and


b)	session-group-connection flow control.


14.3.4.3	Session-group-connection to transport-connection mapping


There is a one-to-one mapping between a session-group-connection and a transport-group-connection at any given instant.  However, the lifetime of a transport-group-connection and that of a related session-group-connection can be distinguished so that a transport-group-connection supports several consecutive session-group-connections.


14.3.4.4	Session-connection flow control


There is no peer flow control in the Session Layer.  To prevent the receiving presentation-entity from being overloaded with data, the receiving session-entity applies back pressure across the transport-group-connection using the transport flow control.  


14.4	Transport Layer


14.4.1	Definitions


No Transport Layer specific terms are identified.


14.4.2	Purpose


14.4.2.1  The transport-service provides transparent transfer of data among session-entities and relieves them from any concern with the detailed way in which reliable and cost effective transfer of data is achieved.


14.4.2.2  The Transport Layer optimizes the use of the available network-service to provide the performance required by each session-entity at minimum cost.  This optimization is achieved within the constraints imposed by the overall demands of all concurrent  session-entities and the overall quality and capacity of the network-service available to the Transport Layer.


14.4.2.3  All protocols defined in the Transport Layer have end-to-end significance, where the ends are defined as transport entities having transport associations.  Therefore, the Transport Layer is OSI end open system oriented and transport-protocols operate only between OSI end open systems.


14.4.2.4  The Transport Layer is relieved of any concern with routing and relaying since the network-service provides data transfer from any transport-entity to any other, including the case of tandem subnetworks (see 7.5.1).


14.4.2.5  The transport functions invoked in the Transport Layer to provide a requested service quality depend on the quality of the network-service.  The quality of the network-service depends on the way the network-service is achieved (see TBD).


14.4.2.6	The Transport Layer is relieved of any concern with the generation of multiple copies of MPCA data transmissions since the Network service provides for the transmission of multiple copies based upon the network characteristics.


14.4.3	Services provided to the Session Layer


14.4.3.1	Introduction


14.4.3.1.1	The Transport Layer unambiguously identifies each session-entity by its transport address or its transport-group-address.  In the MPCA-mode, the transport service provides the means to establish, maintain, and release transport-group-connections.  Transport-group-connections provide duplex transmission among a group as defined by a transport-group-address.


14.4.3.1.2  More than one transport-group-connection can be established between the same pair of transport-group-addresses.  A session-entity uses transport-group-connection-endpoint-identifiers provided by Group Management to distinguish between transport-group-connection-endpoints.


14.4.3.1.3  The operation of one transport-group-connection is independent of the operation of all others except for the limitations imposed by the finite resources available to the Transport Layer.


14.4.3.1.4  The quality of service provided on a transport-group-connection depends on the service class requested by the session-entities when establishing the transport-group-connection.  The selected quality of service is maintained throughout the lifetime of the transport-group-connection.  The session-entity is notified of any failure to maintain the selected quality of service on a given transport-group-connection.


Note: QoS for MPCA is for further study.


14.4.3.1.5	MPCA-facilities


14.4.3.1.5.1	In MPCA-mode, the following facilities provided by the Transport Layer are described below:


a)	transport-group-connection establish


b)	data transfer


c)	transport-group-connection release


14.4.3.2	Transport-group-connection establish


14.4.3.2.1	Session-entities join transport-group-connections by using transport-group-addresses in conjunction with transport-group-connection-ids.  The quality of service of the transport-group-connection is negotiated between the session-entities and the transport-service.


14.4.3.3	Transport-group-connection release


This facility provides the means by which a session-entity can leave a transport-group-connection and have the correspondent session-entities informed of the event.


14.4.3.4	Data transfer


This facility provides data transfer in accordance with the agreed quality of service.  When the quality of service cannot be maintained and all possible recovery attempts have failed, the session-entities are notified and the actions agreed at transport-group-connection activation are followed.


a)	The transport-service-data-unit transfer service provides the means by which transport-service-data-units of arbitrary length are delimited and transparently transferred in sequence from one sending transport-service-access-point to the receiving transport-service-access-point over a transport-group-connection.  This service is subject to flow control.


b)	The expedited transport-service-data-unit transfer service provides an additional means of information exchange on a transport-group-connection.  The expedited transport-data-units are subject to their own set of transport-service and flow control characteristics.  The maximum size of expedited transport-service-data-unites is limited.


14.4.4	Functions within the Transport Layer


14.4.4.1	General


14.4.4.1.1	In MPCA-mode, the Transport Layer functions may include:


a)	mapping transport-group-addresses onto a network-address;


b)	establish and release of transport-group-connections;


c)	end-to-end sequence control;


d)	end-to-end error detection and any necessary monitoring of the quality of service;


e)	end-to-end error recovery;


f)	end-to-end segmenting, blocking, and concatenation;


g)	end-to-end flow control; and


h)	supervisory functions.


14.4.4.2	Addressing


14.4.4.2.1	When a session-entity requests the Transport Layer to join a transport-group-connection with other session-entities identified by the transport-group-address, the Transport Layer determines the network-group-address identifying the transport-entities which serve the correspondent session-entities.


14.4.4.2.2	Because transport-entities support services on an end-to-end basis no intermediate transport-entity is involved as a relay between the end transport-entities.  Therefore the Transport Layer maps transport-group-addresses to the network-group-addresses which identify the end transport-entities.


14.4.4.2.3	One transport-entity may serve more than one session-entity.  Several transport-group-addresses may be associated with one network-group-address within the scope of the same transport-entity.  Corresponding mapping functions are performed within the transport-entities to provide these facilities.


14.4.4.3	Connection multiplexing and splitting


In order to optimize the use of network-connections, the mapping of transport-connections onto network-connections need not be on a one-to-one basis.  Both splitting and multiplexing may be performed, namely for optimizing the cost of usage of the network-service.


14.4.4.4	Phases of operation


14.4.4.4.1	In MPCA-mode operation, the phases of operation within the Transport Layer are:


a)	activation phase;


b)	data transfer phase;


c)	release phase.


The transfer from one phase of operation to another is specified in detail within the protocol of the Transport Layer.


14.4.4.4.2	Activation Phase


During the activation phase, the Transport Layer establishes a transport-group-connection among a group of session-entities.  The functions of the Transport Layer during this phase match the requested class of service with the services provided by the Network Layer.  The following functions can be performed during this phase:


a)	obtain a network-group-connection which best matches requirements of the session-entity, taking into account cost and quality of service.


b)	select the optimum transport-protocol-data-unit size.


c)	select the functions that will be operational upon entering the data transfer phase.


d)	map transport-group-addresses onto network-group-addresses.


e)	provide identification of different transport-group-connections between the same group of transport-service-access-points.


f)	selection of active group integrity parameters; and


g)	data transfer.


14.4.4.4.3	Data Transfer


The purpose of the data transfer phase is to transfer transport-service-data-units among the session-entities participating in the transport-group-connection and by the following functions, each of which is used or not used according to the class of service selected during the activation phase:


a)	sequencing


b)	blocking;


c)	concatenation;


d)	segmenting;


e)	multiplexing or splitting;


f)	flow control;


g)	error detection;


h)	error recovery;


i)	transport-service-data-unit delimiting; and


j)	transport-group-connection identification.


During the data transfer phase, session entities may join and leave the transport-group-connection under the control of AGI.


14.4.4.4.4	MPCA Release phase


The purpose of the release phase is to release the transport-group-connection.  It may include the following functions:


a)	notification of reason for release;


b)	identification of the transport-group-connection released.


14.4.4.5	Transport Layer Management


The Transport Layer protocols deal with some of the management activities of the layer (such as activation and error control).  See Clause 10 and ISO 7498-4 for the relationship with other management aspects.


14.5  Network Layer


14.5.1  Definitions


14.5.1.1  real subnetwork:  A collection of equipment and physical media which forms an autonomous whole and which can be used to interconnect real systems for the purpose of data transfer.


14.5.1.2  subnetwork:  An abstraction of a real subnetwork.


NOTES


1   A subnetwork is a representation within the OSI Reference Model of a real network such as a carrier network, a private network, or a local area network.


2   A subnetwork may itself be an open system, although this is not necessarily always the case.  See ISO 8648 - Internal Organization of the Network Layer.


14.5.1.3	subnetwork-connection:  A communication path through a subnetwork which is used by entities in the Network Layer in providing a network-connection.


14.5.2	Purpose


14.5.2.1	The Network Layer provides the functional and procedural means for connectionless-mode or connection-mode transmission among transport-entities and, therefore, provides to the transport-entities independence of routing and relay considerations.


14.5.2.2	The Network Layer provides the means to establish, maintain, and terminate network-group-connections between open systems containing communicating application-entities and the functional and procedural means to exchange network-service-data-units between transport-entities over network-group-connections.


The Network Layer provides the means to activate, maintain, and release a network-group-connection between open systems containing communicating application-entities and the functional and procedural means to exchange network-service-data-units among transport entities within a network-group-connection.


14.5.2.3	It provides to the transport-entities independence from routing and relay consideration associated with the establishment and operation of a given network-group-connection.  This includes the case where several subnetworks are used in tandem or in parallel.  It makes invisible to transport-entities how underlying resources such as data-link-group-connections are used to provide network-group-connections.  It provides to the transport-entities independence from routing, relaying, and packet explosion considerations associated with the establishment and operation of a given network-group-connection.  This includes the case where several subnetworks are used in tandem or in parallel.  It makes invisible to transport-entities how underlying resources such as data-link facilities are used to provide network-group-connections.


Note:	The Network Layer is primarily responsible for the transmission of multiple PDUs to multiple end-systems in a group-connection.  No other layer, except the Application Layer provides for the duplication of data for MPCA-mode transmission.


14.5.2.4	Any relay functions and hop-by-hop service enhancement protocols used to support the network-service between the OSI end systems are operating below the Transport Layer, i.e. within the Network Layer or below.


14.5.3	Service provided to the Transport Layer


14.5.3.1	Introduction


14.5.3.1.1	The basic service of the Network Layer is to provide the transparent transfer of data between transport-entities.  This service allows the structure and detailed content of submitted data to be determined exclusively by layers above the Network Layer.


14.5.3.1.2	All facilities are provided to the Transport Layer at a known cost.


14.5.3.1.3	The Network Layer contains functions necessary to provide the Transport Layer with a firm Network/Transport Layer boundary which is independent of the underlying communications media in all things other than quality of service.  Thus the Network Layer contains functions necessary to mask the differences in the characteristics of different transmission and subnetwork technologies into a consistent network service.


14.5.3.1.5	The quality of service is negotiated between the transport-entities and the network-service at the time of activation of a network-group-connection.  While this quality of service may vary from one network-group-connection to another it will be agreed for a given network--group-connection.


14.5.3.1.6	In MPCA-mode, the following facilities are provided by the Network Layer, operating among network-service-access-points:


a)	network-group-addresses,


b)	network-group-connection-endpoint-identifiers,


c)	network-service-data-unit transfer,


d)	quality of service,


e)	join,


f)	release,


g)	error notification.


14.5.3.2	Network-addresses


14.5.3.2.1	Transport-entities are known to the Network Layer by means of network-addresses.  Network-addresses are provided by the Network Layer and can be used by transport entities to identify unambiguously other transport-entities or groups of transport-entities, i.e., network-addresses are necessary for transport-entities to communicate using the network service.  The Network Layer unambiguously identifies each of the end open systems (represented by transport-entities) or groups of end systems by their network-address.  This may be independent of the addressing needed by the underlying layers.


14.5.3.3	Network- group-connections


14.5.3.3.1	A network-group-connection provides the means of transferring data among transport-entities identified by network-group-addresses.  The Network Layer provides the means to establish, maintain, and release network-group-connections.


14.5.3.3.2	A network-group connection is multi-point.


14.5.3.3.3	More than one network-group-connection may exist between a single network-group-address.


14.5.3.4	Network-group-connection-endpoint-identifiers


14.5.3.4.1	The Network Layer provides to the transport-entity a network-group-connection-endpoint-identifier which unambiguously identifies the network-group-connection-endpoint with the associated network-group-address.


14.5.3.5.  Network-service-data-unit transfer


7.5.3.5.1  On a network-connection, the Network Layer provides for the transmission of network-service-data-units.  These units have a distinct beginning and end and the integrity of the unit's content is maintained by the Network Layer.


7.5.3.5.2  In connection-mode, no limit is imposed on the maximum size of network-service-data-units.


7.5.3.5.3  The network-service-data-units are transferred transparently between transport-entities.


14.5.3.6  Quality of service parameters


14.5.3.6.1  The Network Layer establishes and maintains a selected quality of service for the duration of the network-connection.


14.5.3.6.2  The quality of service parameters include residual error rate, service availability, reliability, throughput, transit delay (including variations), and delay for network-connection establishment.


14.5.3.7   Error notification


14.5.3.7.1  Unrecoverable errors detected by the Network Layer are reported to the transport-entities.


14.5.3.7.2  Error notification may or may not lead to the release of the network-connection, according to the specification of a particular network-service.


Note:	It is for further study whether this service is required in MPCA.


14.5.3.8  Expedited network-service-data-unit transfer 


Note:	It is for further study whether this service is required in MPCA.


14.5.3.9  Reset


Note:	It is for further study whether this service is required in MPCA.


14.5.3.10  Release


14.5.3.10.1	A transport-entity may request release of  a network-connection.  The network-service does not guarantee delivery of data preceding the release request and still in transit.  The network-connection is released regardless of the action taken by the correspondent transport-entity.


14.5.3.10.2	Note:	It is for further study whether this service is required in MPCA.


14.5.4  Functions within the Network Layer


14.5.4.1  Introduction


14.5.4.1.1  Network Layer functions provide for the wide variety of configurations supporting network-connections ranging from network-connections supported by point-to-point configurations to network-connections supported by complex combinations of subnetworks with different characteristics.


NOTE - In order to cope with this wide variety of cases, network functions should be structured into sublayers.  The subdivision of the Network Layer into sublayers need only be done when this is useful.  In particular, sublayering need not be used when the access protocol to the subnetwork supports the complete functionality of the OSI network-service.


14.5.4.1.2  The following are functions performed by the Network Layer:


a)	routing and relaying;


b)	network-group-connections;


c)	network-group-connection multiplexing;


d)	segmenting and blocking;


e)	error detection;


f)	error recovery;


g)	sequencing;


h)	flow control;


j)	expedited data transfer;


k)	reset;


m)	service selection; 


n)	mapping between network-addresses and data-link addresses,


o)	mapping network-connectionless-mode transmissions to data-link-connectionless-mode transmissions,


p)	converting from data-link-connection-mode service to network-connectionless-mode service,


q)	enhancing a data-link-connectionless mode service to provide a network-connection-mode service, and


r)	network layer management 


s)	network-group-connections,


t)	mapping network MPCA to network or data link connectionless or connection oriented transmissions,


u)	converting from network or data link connection mode or connectionless mode transmission to network MPCA mode.


14.5.4.2  Routing and relaying


14.5.4.2.1  Network-group-connections are provided by network-entities in OSI end systems and by intermediate open systems which provide relaying.  These intermediate open systems may interconnect subnetwork-connections, subnetwork-group-connections, data-link-connections, data-link-group-connections, and data-circuits.  Routing functions determine an appropriate route between network-addresses.  In order to set up the resulting communication, it may be necessary for the Network Layer to use the services of the Data Link Layer to control the interconnection of data-circuits.


14.5.4.2.2  The control of interconnection of data-circuits (which are in the Physical Layer) from the Network Layer requires interaction between a network-entity and a physical-entity in the same open system.  Since the Reference Model permits direct interaction only between adjacent layers, the network-entity cannot interact directly with the physical-entity.  This interaction is thus described through the Data Link Layer which intervenes transparently to convey the interaction between the Network Layer and the Physical Layer.


14.5.4.2.3  This representation of the control of data-circuit interconnection is an abstract representation.  It is a local matter in an open system.  It does not model the functioning of real open systems and as such has no impact on the standardization of OSI protocols.


NOTE - When Network Layer functions are performed by combinations of several individual subnetworks, the specification of routing and relaying functions could be facilitated by using sublayers, isolating individual subnetworks routing and relaying functions from internetwork routing and relaying functions.  However, when subnetworks have access protocols supporting the complete functionality of the OSI network service, there need be no sublayering in the Network Layer.


14.5.4.3  Network-group-connections


14.5.4.3.1  This function provides network-group-connections between transport-entities, making use of services provided by the Data Link Layer.


14.5.4.3.2  A network-group-connection may also be provided using several individual subnetworks in series.  The interconnected individual subnetworks may have the same or different service capabilities. 


14.5.4.3.3  The interconnection of a pair of subnetworks of differing qualities may be achieved in two ways.  To illustrate these, consider a pair of subnetworks,  one of high quality and the other of low quality:


a)	The two subnetworks are interconnected as they stand.  The quality of the resulting network-group-connection is not higher than that of the lower quality subnetwork.


b)	The lower quality subnetwork is enhanced to equal the higher quality subnetwork and the subnetworks are then interconnected.  The quality of the resulting network-group-connection is approximately that of the higher quality subnetwork.


The choice between these two alternatives depends on the degree of difference in quality, the cost of enhancement, and other economic factors.


14.5.4.4  Network-group-connection multiplexing


14.5.4.4.1  This function may be used to multiplex network-group-connections onto the data-link service for optimization.


14.5.4.4.2  In the case of subnetwork-connections in tandem, multiplexing onto individual subnetwork-connections may also be performed in order to optimize their use.


14.5.4.5  Segmenting and blocking


The Network Layer may segment and/or block network-service-data-units for the purpose of facilitating the transfer.  However, the network-service-data-unit delimiters are preserved.


14.5.4.6  Error detection


Error detection functions are used to check that the quality of service provided over a network-group-connection is maintained.  Error detection in the Network Layer uses error notification from the Data Link Layer.  Additional error detection capabilities may be necessary to provide the required quality of service.


14.5.4.7  Error recovery


This function provides for the recovery from detected errors.  This function may vary depending on the quality of the network service provided.


14.5.4.8  Sequencing


This function provides for  the sequenced delivery of network-service-data-units over a given network-group-connection when requested by a transport-entity.


14.5.4.9  Flow control


If flow control is required, this function may need to be performed.


14.5.4.10  Expedited data transfer


This function provides for the expedited data transfer facility.


14.5.4.11  Reset


This function provides for the reset service.


14.5.4.12  Service selection


This function allows service selection to be carried out to ensure that the service provided at all end-points of a network-group-connection is the same.


14.5.4.13  Network Layer management


The Network Layer protocols deal with some management activities  of the layer (such as activation and error control).





14.6  Data Link Layer


14.6.1  Definitions


No Data Link Layer specific terms are identified.


14.6.2  Purpose


14.6.2.1  The Data Link Layer provides functional and procedural means for the activation, maintenance, and de-activation of data-link-group-connections among network-entities and for the transfer of data-link-service-data-units.  A data-link-group-connection is built upon one or several physical-connections.


14.6.2.2  The Data Link Layer detects and possibly corrects errors which may occur in the Physical Layer.


14.6.2.3  In addition, the Data Link Layer enables the Network Layer to control the interconnection of data-circuits within the Physical Layer.


Editor's Note:	The Data Link Layer specification is not complete and will be completed as a contribution to the next SC 21 meeting.  The specification will be based on the existing OSI RM text, modified as needed for MPCA.


14.7	Physical Layer


Editor's Note:	The Physical Layer specification is not complete and will be completed as a contribution to the next SC 21 meeting.  The specification will be based on the existing OSI RM text, modified as needed for MPCA.


14.7.1	Definition


14.7.1.1	data-circuit:  A communication path in the physical media for OSI among two or more physical-entities, together with the facilities necessary in the Physical Layer for the transmission of bits on it.


14.7.2  Purpose


example, in figure 18a.  Their logical representation is as shown in Figure 18b and is called the physical media connection.  The mechanical, electromagnetic and other media dependent characteristics of physical media connections are defined at the boundary between the Physical Layer and the physical media.  Definitions of such characteristics are specified in other standards.


15.1	Definitions


15.1.1.  Consistency:  A “referencing” ITU-T Recommendation | International Standard is said to be consistent with a “referenced” ITU-T Recommendation | International Standard if it does not alter their meanings.


15.1.2	Compliance:  A “referencing” ITU-T Recommendation | International Standard is said to comply with the applicable requirements of a “referenced” ITU-T Recommendation | International Standard if the following are true:


a)	the “referenced” ITU-T Recommendation | International Standard specifies requirements (using the verb “shall”) which are applicable to the type of ITU-T Recommendation | International Standard of which the “referencing” ITU-T Recommendation | International Standard is an instance;


b)	the “referenced” ITU-T Recommendation | International Standard includes a compliance clause to clarify which requirements apply to the type of ITU-T Recommendation | International Standard of which the “referencing” ITU-T Recommendation | International Standard is an instance;


c)	the “referencing” ITU-T Recommendation | International Standard contains a claim of compliance to the “referenced” ITU-T Recommendation | International Standard; or


d)	it is possible by inspection of the “referencing” ITU-T Recommendation | International Standard to verify that the applicable requirements have been fulfilled.


15.2	Application of consistency and compliance requirements


Other modeling ITU-T Recommendations | International Standards which extend or refine this Basic Reference Model shall be consistent with this part of it.


Compliance and consistency with this Basic Reference Model is also applicable to ITU-T Recommendations, International Standards and technical reports which describe or specify OSI functions.  These ITU-T Recommendations, International standards and reports can be architecture documents, models, frameworks, service definitions, or protocol specifications.


15.2.1  Consistency


An architecture, a framework, a multilayer model, a single layer model, a service definition, or a protocol specification consistent with this Basic Reference Model and other modeling ITU-T Recommendations | International Standards which extend or refine this Basic Reference Model shall state:


“This architecture, multilayer model, single layer model, service description, or protocol specification:


a)	follows the architectural principles and prescriptions of the OSI Basic Reference Model (ITU-T Rec. X.200 | ISO/IEC 7498-1),


b)	uses the concepts established by the OSI Basic Reference Model (ITU-T Rec. X.200 | ISO/IEC 7498-1) with identical definitions and terminology.


15.2.2	Compliance


15.2.2.1 	Compliance of an architecture, framework, or multilayer model


An architecture, a framework, or a multilayer model compliant with this MPCA and other modeling ITU-T Recommendations | International Standards associated with this MPCA which refine this MPCA shall state:


“This architecture, framework, or multilayer model is compliant with the OSI Multi-Peer Communication Architecture (ITU-T Rec. X.multi | ISO/IEC 7498-5) in that it describes operations and mechanisms which are assignable to layers as specified in the OSI Basic Reference Model.”


15.2.2.2  Compliance of a single layer model


A single layer model compliant with this MPCA shall state:


“This single layer standard is compliant with the MPCA (ITU-T Rec. X.multi | ISO/IEC 7498-5) in that it describes operations and mechanisms which pertain to a particular layer as specified in the relevant subclause of clause 7 of the OSI Basic Reference Model.”


15.2.2.3	Compliance of a service definition


A service definition compliant with MPCA shall state:


“This service definition is compliant with the MPCA (ITU-T Rec. X.multi | ISO/IEC 7498-5) in that it describes facilities which pertain to a particular layer as specified in the relevant subclause of clause 7 of  the OSI Basic Reference Model.”


15.2.2.4  Compliance of a protocol specification


A protocol specification compliant  with the OSI Basic Reference Model shall state:


“This protocol specification is compliant with the MPCA (ITU-T Rec. X.multi |  ISO/IEC 7498-5) in that it describes functions which pertain to a particular layer as specified in the relevant subclause of clause 7 of the OSI Basic Reference Model.”
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