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�
Introduction


Version 1.0 of the draft SARPs have been issued at the Banff WG3 meeting in October 1995. The Air/Ground Application subgroup (SG2) felt that this version was stable enough to start the validation activities. 


WG3 members agreed that the first step of the SARPs validation process should be the formal verification of the protocol described in the SARPs. This phase - which consists in the simulation of the protocol - should allow to detect defects in the description of the protocol in both the textual format (chapter 5) and tabular format (annex A). 


The French CAA (DGAC/CENA and DGAC/STNA), with the support of AEROSPATIALE, already involved in the development of data link applications including the ATIS application, proposed to perform the formal verification of the FIS protocol, by using the GEODE Tool, developed by VERILOG.


This document presents an overview of the work performed on this activity.  


Approach


The static verification


The first step consists in the definition of the model to be used for the simulation. The FIS model modelizes the functional modules defined in the SARPs, i.e. the air and ground FIS-ASEs, the air and ground FIS-users, and the Dialogue Service Provider (DSP). The ASEs are broken down into three sub-modules: the Demand Contract module, the Update Contract module and the a sub-module comprising the HI, LI and AB modules.


Interactions (or events) between adjacent modules are then described, in particular the FIS-service of the SARPs chapter 3 provided by the FIS-ASEs and the Dialogue-service used by the FIS-ASEs. 


The behavior of each module is then described. For each incoming event, and depending on the current state of the module, the actions performed by the module are listed. Actions are for instance the emission of an event towards an other module, the creation of an APDU, the setting of a timer, etc.... The final state after the processing is also given. Using this method, the state machines of for both FIS-users, each sub-module of the FIS-ASEs and the Dialogue Service Provider are specified. Note that the DSP has been modelized as a very simple loopback facility which maps directly incoming requests onto outgoing indications (respectively incoming responses onto outgoing confirmations).


The GEODE tool generates a SDL program (Specification and Description Language ITU-T Z100 and Z106) which is compiled. This compilation performs a static verification of the description. It allows to detect inconsistencies in the description like syntactical errors, states or primitives not defined, etc... 


An part of the resulting model is attached as Annex A of this document.


The dynamic verification


The dynamic verification of the model is achieved by enabling the developer to view the behavior of the state machine and access all the dynamic variables defined in the protocol. Errors such as the following are highlighted, if encountered:


deadlocks,


live locks,


exceptions: stop of a process, invalid event emission, etc...


Once the model is successfully compiled, the GEODE tool simulates the processing of the protocol state machines: 


the processing is controlled by the operator which chooses which input event has to be invoked,


when an input event is selected by the operator, the actions described for this event in the model are performed by the simulator. This may result in the emission of an output event which becomes a new input event selectable by the operator,


each event is represented in an Message Sequence Chart (MSC). At the end of the scenario, the MSC illustrates graphically the exchanges of events between the modules of the model. The produced MSCs are equivalent to the figures of Chapter 5 of the SARPs. Examples of MSCs are given in Annex C.


each operator command is registered in a file which can be loaded later to reply the scenario.


By choosing the appropriate input event, the operator can test every branch of the protocol and check that the actions described in the model are correct�. 


The number of modules, the number of input events defined for each module as well as the number of possible output events for each input event determine the number of combinations of events. It is obvious that it is impossible to tests manually all these combinations. For that purpose, the random and the exhaustive modes of the simulator allow to automate dynamically the selection of the input events, without the intervention of the operator.  


In order to reduce this number of combinations, constraints have been imposed on the FIS-user modules of the model. Thus, rules on the use of the FIS services have been defined, preventing the operator issuing any event at any time. This allows to isolate a specific service of the FIS Application and to test it intensively without being disturbed by other services. These constraints are either hard-coded in the FIS-user (e.g. up to two FIS contracts can be requested in parallel) or controlled by configuration parameters (e.g. the right to abort a FIS Contract). The configurations used for the FIS protocol are described in Annex A of this document.





Rationale for the definition of the test cases


In the scope of the verification of the FIS protocol, a basic set of scenarii has been defined. The objectives of these scenarii were two-fold:


to test the FIS protocol in the situations illustrated in the diagrams of chapter 5. These diagrams represent the nominal use of the FIS-service. 


to ”pass” at least once in each branch of the FIS protocol in order to verify the actions described in each section of chapter 5,


Note that the objective was not to perform the exhaustive verification of the protocol by testing all the possible combinations of events between modules. 


The following test cases have been defined:


Test of a single FIS Contract


Nominal mode. Only one FIS-demand-contract or one FIS-update-contract is requested. The  FIS contract is either accepted, rejected or postponed (positive ack). 


Termination of contract. The different ways of terminating a FIS contract are tested (air or ground cancellation of an update-contract, air or ground abort of a FIS contract). 


Exception Handling. The actions performed by the protocol on expiration of the timers controlling the establishment and the cancellation of a FIS contract, the reception of a FIS-report, and the release of a Dialogue are tested as well as the reception of a provider abort indication from the DSP.


Test of multiple FIS Contracts


Management of the Dialogue Service: the mapping of the FIS-service primitives onto the Dialogue Service primitives is tested in the case of a single contract and in the case of several contracts. The following features are tested: multiplexing of several FIS contracts on a single dialogue, request of the dialogue release after expiration of the inactivity period of time, etc...


Mixing of FIS demand-contracts and FIS update-contracts: the behavior of the ASE when several FIS contracts are established.


Results


Defect Reports


This activity has permit to detect a lot of errors in the specification of the protocol. Most of them are the following:


a state is incorrectly specified: the specified initial or final state is not correct, the final state is not specified, ...


the reception of a valid event in a given state has not been described in the SARPs,


a timer has not been set or reset, or is used by a non-authorized module, 


inconsistencies between the textual description (chapter 5) and the tabular description (Annex),


typos, etc...


Optimizations


On the other hand, this exercise has highlighted parts of the protocol which may make the implementations very complex. Alternative solutions have been proposed simplifying the state machines. For instance: 


in version 1.0, the D-END service could be invoked by both FIS-ASEs. As a consequence, the situation where both air and ground FIS-ASEs invoke at the same time the D-END request primitive could occur. To cope with this situation, an additional state was defined as well as a complex algorithm. By preventing the FIS-ground-ASE requesting the release of the dialogue, the collision situation can not occur any more. 


in version 1.0, the inactivity timer was used when closing or rejecting a FIS-demand-contract only. There was no rationale for not applying the same strategy with a FIS-update-contract. 


Conclusion


In this paper we intend to give an overview of the ongoing validation activities for the FIS protocol. This initial work was required to correct the first version of the draft SARPs and to give enough confidence in the specifications before the initial implementation of the protocol in prototypes. 


This task is not completed and need to be consolidated. A phase of exhaustive testing for instance will allow to detect new defects in the description, e.g. ”tails of tails” distributions of events, difficult to detect with the manual simulation mode. Later, the first implementations will detect other types of errors, as operational errors.


This set of tests has given a basis for non-regression testing. Whenever the SARPs will be modified in the future, these scenarii will be replayed to check the SARPs are still conformed, despite the modifications.


�
ANNEX A


Verification of the FIS protocol:


Definition of the test cases





�
Rationale for the definition of the test cases


The objective here is to carry out the FIS protocol with the best coverage of the functional behavior. That is, the protocol is checked against the functions it has to perform. These functions are the following:


the provision of the FIS-service to the FIS-users as described in chapter 3 of [1], i.e. the establishment, cancellation and abort of demand contracts or update contracts,


the mapping of the FIS services onto the Dialogue services, as specified in the chapter 5 of [1],


the detection and the appropriate reaction to protocol exceptions like a timer expiration.


The scenarii shall allow to pass in all the branches described in chapter 5, at least once. However, all the combinations of events which lead the protocol to pass in a specific branch are not tested. This kind of tests will be performed later by the use of the exhaustive mode of the GEODE tool. 


It is obvious that each test shall focus on a single function to be tested. To allow the tool to test a specific function (e.g. the cancellation of an update contract by the FIS-ground-user), the tool is constrained by a configuration, loaded at run time before each test session.


A configuration is made of a set of variable parameters defining the rights of both the FIS-air-user and the FIS-ground-user. Thus, the right to use, or the number of invocations of, some FIS services is defined by the current configuration.


The configuration parameters are the following:


the type of FIS Contract requested by the FIS-air-user


the type of the FIS Contract under test is controlled by two configuration variables (scenario_demand and scenario_update).  


the number of FIS Contracts requested by the FIS-air-user


The number of FIS Contracts which can be requested by the FIS-air-user is defined in the configuration variable once. When this variable set to ”true”, only one and only one request is issued by the FIS-air-user. Otherwise, two subsequent requests are issued. 


the cancellation of the FIS Contracts


the cancellation of FIS contract by using the FIS-cancel-update service and/or the FIS-cancel-contracts can be allowed or prohibited. The FIS-user allowed to initiate the FIS-cancel-update service shall be specified (air, ground, both).


the abort of the FIS Contracts


the abort of FIS contract by using the FIS-user-abort service can be allowed or prohibited. The FIS-user allowed to initiate the FIS-user-abort service shall be specified (air, ground, both).


the emission of FIS report service by the ground-user


the emission of FIS report by using the FIS-report service can be allowed or prohibited. This variable is used to simulate the condition for the timer expiration, in case of non emission of FIS report by the FIS-ground-user.


the availability of the ground-user.


the invocation of the FIS-demand-contract response or FIS-update-contract response as a response of a FIS contract request can be allowed or prohibited. This variable is used to simulate the condition for the timer expiration, in case of non response for the FIS-ground-user.


the right for the air-user to abort a FIS contract before the reception of the first reply from the ground


the invocation of the FIS-user-abort request just after the invocation of a FIS-demand-contract or a FIS-update-contract can be allowed or prohibited.


Configurations and Test Cases


Demand Contract


The configurations and test cases described in this section shall allow to check the description of the chapters 1.3.5 (Air FIS DC module)  and 1.3.6 (Ground FIS DC module) of the FIS draft SARPs.


dc1.cfg. 


Objectives: this is the basis configuration for FIS demand contract. One and only one demand contract may be requested. Three replies are expected from the FIS-ground-user: accept, reject or positive acknowledgment. The FIS-demand-contract service shall be mapped onto the D-START service. The dialogue shall be ended on t-inactivity time-out.


dc1_1.scn: the FIS-ground-user accepts the request with a positive acknowledgment.


dc1_2.scn: the FIS-ground-user rejects the request.


dc1_3.scn: the FIS-ground-user accepts the request.


Related SARPs sections: fig 5-1, fig 5-3


dc2.cfg 


Objectives: this configuration shall check the correct use of the dialogue service for subsequent FIS contracts. Two demand contracts are requested subsequently. The first FIS-demand-contract service shall be mapped onto the D-START service. The dialogue shall be kept open. The second FIS-demand-contract service shall be mapped onto the D-DATA service. The dialogue shall be ended on t-inactivity time-out.


dc2_1.scn: the FIS-ground-user rejects the two requests.


dc2_2.scn: the FIS-ground-user accepts the two requests, with a positive acknowledgment for the second one.


dc2_3.scn: the FIS-ground-user rejects the first request and accepts the second request with a positive acknowledgment.


Related SARPs sections: fig 5-2, fig 5-4


dc3.cfg 


Objectives: this configuration addresses the use of the FIS-user-abort service by the FIS-ground-user. It shall be allowed to abort the contract at any time after the invocation of the FIS-demand-contract request and the reception of the closure reply (i.e. accept, reject or FIS report). The FIS-user-abort service shall be mapped onto the D-ABORT service.


dc3_1.scn: the FIS-ground-user accepts the request with a positive acknowledgment and sends the FIS-report. The FIS-air-user aborts the FIS contract before the reception of the FIS report. The FIS-user-abort indication does not hit the FIS-ground-user.


dc3_2.scn: the FIS-ground-user accepts the request with a positive acknowledgment. The FIS-air-user aborts the FIS contract before the emission of the FIS report. The FIS-ground-user is not allowed to send the FIS-report.


dc3_3.scn: the FIS-air-user aborts the FIS contract before the reception of the FIS-demand-contract confirmation.


Related SARPs sections: fig 5-13


dc4.cfg 


Objectives: this configuration addresses the use of the FIS-user-abort service by the FIS-air-user. It shall be allowed to abort the contract at any time after the reception of the FIS-demand-contract indication and the emission of the closure reply (i.e. accept, reject or FIS report). The FIS-user-abort service shall be mapped onto the D-ABORT service.


dc4_1.scn: the FIS-ground-user accepts the request with a positive acknowledgment and then aborts the FIS contract. 


dc4_2.scn: the FIS-ground-user aborts the FIS contract on receipt of the FIS-demand-contract indication. 


Related SARPs sections: fig 5-13


dc5.cfg: 


Objectives: this configuration allows to check the reaction of the protocol to timer expiration (t-DC-2). The timer expiration shall be detected by the FIS-air-ASE and both FIS-users shall be informed by a FIS-provider-abort indication with the appropriate abort code.


dc5_1.scn: the FIS-ground-user accepts the request with a positive acknowledgment but does not invoke the FIS-report request. The dialogue is aborted on time-out.


Related SARPs sections: fig 5-16


dc6.cfg


Objectives: this configuration allows to check the reaction of the protocol to timer expiration (t-DC-1). The timer expiration shall be detected by the FIS-air-ASE and both FIS-users shall be informed by a FIS-provider-abort indication with the appropriate abort code.


dc6_1.scn: the FIS-ground-user does not reply to the FIS-demand-contract request. The dialogue is aborted on time-out.


Related SARPs sections: fig 5-16


< Note: the following configurations are defined for further test >


dcX.cfg


Objectives: this configuration allows to check the behavior of the FIS-ground-ASE when detecting an exception. Both FIS-users shall be informed by a FIS-provider-abort indication with the appropriate abort code.


dcX.cfg


Objectives: this configuration allows to check the behavior of the both FIS-ASEs when receiving a D-P-ABORT indication (i.e. an error occurred in the Presentation Service Provider). Both FIS-users shall be informed by a FIS-provider-abort indication with the appropriate abort code.


Update Contract


The configurations and test cases described in this section shall allow to check the description of the chapters 1.3.7 (Air FIS UC module)  and 1.3.8 (Ground FIS UC module) of the FIS draft SARPs.


uc1.cfg 


Objectives: this is the basis configuration for FIS update contract. One and only one update contract may be requested. Three replies are expected from the FIS-ground-user: accept, reject or positive acknowledgment. The cancellation may be asked by the FIS-air-user. The FIS-update-contract service shall be mapped onto the D-START service. The dialogue shall be ended on t-inactivity time-out.


uc1_1.scn: the FIS-ground-user rejects the request.


uc1_2.scn: the FIS-ground-user accepts the FIS contract with a positive acknowledgment. The FIS-air-user cancels the FIS contract before the emission of the FIS report.


uc1_3.scn: the FIS-ground-user accepts the FIS contract with a positive acknowledgment and then several FIS reports. The FIS-air-user cancels the FIS contract and receives the reports during the cancellation phase.


uc1_4.scn: the FIS-ground-user accepts the request. The FIS-air-user cancels the FIS contract on receipt of the FIS-update-contract confirmation.


Related SARPs sections: fig 5-5, fig 5-8


uc2.cfg: one update contract, ground-cancellation (FIS-cancel-contracts)


Related SARPs sections: fig 5-6, fig 5-9


uc3.cfg: one update contract, air-cancellation (FIS-cancel-contracts)


Related SARPs sections: fig 5-6, fig 5-9, fig 5-11


uc4.cfg: one update contract, air-cancellation (FIS-cancel-update), air-abort (FIS-user-abort)


Related SARPs sections: fig 5-13


uc5.cfg: one update contract, ground-cancellation (FIS-cancel-update), air-abort (FIS-user-abort)


Related SARPs sections: fig 5-13


uc6.cfg: one update contract, ground-cancellation (FIS-cancel-update), ground-abort (FIS-user-abort)


Related SARPs sections: fig 5-14


uc7.cfg: one update contract, air-cancellation (FIS-cancel-update), ground-abort (FIS-user-abort)


Related SARPs sections: fig 5-14


uc8.cfg: two update contracts, air-cancellation (FIS-cancel-update)


Related SARPs sections: 


uc9.cfg: two update contracts, ground-cancellation (FIS-cancel-update)


Related SARPs sections: fig 5-7


uc10.cfg: two update contracts, air-cancellation (FIS-cancel-contracts)


Related SARPs sections: fig 5-12


uc11.cfg


Objectives: this configuration allows to check the reaction of the protocol to timer expiration (t-UC-2). The timer expiration shall be detected by the FIS-air-ASE and both FIS-users shall be informed by a FIS-provider-abort indication with the appropriate abort code.


uc11_1.scn: the FIS-ground-user accepts the request with a positive acknowledgment but does not invoke the FIS-report request. The dialogue is aborted on time-out.


Related SARPs sections: fig 5-16


uc12.cfg: one update contract, no response from the ground-user


Objectives: this configuration allows to check the reaction of the protocol to timer expiration (t-UC-1). The timer expiration shall be detected by the FIS-air-ASE and both FIS-users shall be informed by a FIS-provider-abort indication with the appropriate abort code.


dc12_1.scn: the FIS-ground-user does not reply to the FIS-update-contract request. The dialogue is aborted on time-out.


uc13.cfg: one update contract, air and ground cancellation (FIS-cancel-update)


Related SARPs sections: fig 5-10


uc14.cfg: one update contract, air (FIS-cancel-contracts) and ground (FIS-cancel-update) cancellation


< Note: the following configurations are defined for further test >


dcX.cfg


Objectives: this configuration allows to test the behavior of the FIS-ASE when it detects that the peer has not sent a response to a FIS-cancel-update request (i.e. expiration of the t-UC-3 timer). Both FIS-users shall be informed by a FIS-provider-abort indication with the appropriate abort code.


Multiple Demand and Update Contracts


< Note: tests have been performed with the following configurations. The associated scenarii have not yet been documented. >


ud0.cfg: one demand contract, 1 update contract, no abort, no cancellation.


ud1.cfg: one demand contract, 1 update contract, no abort, air-cancellation (FIS-cancel-update)


ud2.cfg: one demand contract, 1 update contract, no abort, ground-cancellation (FIS-cancel-update)


ud3.cfg: one demand contract, 1 update contract, no abort, air-cancellation (FIS-cancel-contracts)


ud4.cfg: one demand contract, 1 update contract, air-abort, air-cancellation (FIS-cancel-update)


ud5.cfg: one demand contract, 1 update contract, ground-abort, air-cancellation (FIS-cancel-update)


ud6.cfg: one demand contract, 1 update contract, ground-abort, ground-cancellation (FIS-cancel-update)


ud7.cfg: one demand contract, 1 update contract, air-abort, ground-cancellation (FIS-cancel-update)


ud8.cfg: one demand contract, 1 update contract, air-abort, air-cancellation (FIS-cancel-contracts)


ud9.cfg: one demand contract, 1 update contract, ground-abort, air-cancellation (FIS-cancel-contracts)


ud10: one demand contract, 1 update contract, no abort, air-cancellation (FIS-cancel-contracts), ground-cancellation (FIS-cancel-update)


�
ANNEX B


Verification of the FIS protocol:


The FIS Model





The two first pages illustrate the break down of the FIS Application Service Element into modules. Input events are listed for each module. 


fis


application_service


fisa_ae


module ”fis_air_ase”


module ”fisa_dc”


module ”fisa_uc”


fisg_ae


module ”fis_ground_ase”


module ”fisg_dc”


module ”fisg_uc”


module ”fis_air_user”


module ”fis_ground_user”


module ”dsp”





An example of protocol description is attached.


�
�
ANNEX C


Verification of the FIS protocol:


Message Sequence Charts (MSC)





This Annex contains the MSCs related to the scenarii described in the Annex A.


� For instance, at the initialization time, only two input events of the FIS-air-user module are proposed to the operator : the demand-contract event and the update-contract event. If the demand-contract event is selected by the operator, the actions described in the state machine of the FIS-air-user are performed. This results in the submission of a FIS-demand-update request event to the FIS-air-ASE module. This request is now proposed to the operator as selectable input event.   








Verification of the FIS Protocol - Approach and Results





Version:  1.0	Page �PAGE �13�	�DATE  \l �13/02/96�  














Verification of the FIS Protocol - Approach and Results 








Version:  1.0	Page �PAGE �1�	�DATE  \l �13/02/96�  














