ATN Subnetworks

Introduction

The ATNP Internetwork SARPs specify requirements for the Subnetwork Dependent Convergence Function (SNDCF) and require that Subnetwork (SN)-Service (SNS) primitives or equivalent mechanisms be provided.

This chapter provides guidance on the necessary features of the SNDCF to support the ISO/IEC 8473-1/2/3/4 Connectionless Network Layer Protocol (CLNP) over these various subnetworks. Fur this purpose, it is firstly describing ATN requirements which are common to all subnetworks; thereafter, it is further broken down into mobile (air-ground) and ground subnetworks. The list of subnetworks listed is not exhaustive, and in particular future subnetworks may well be capabable to serve as ATN subnetworks.

General Characteristics of ATN-suitable subnetworks

ATN subnetworks are connected to the ATN internetwork via subnetwork dependent conversion functions (SNDCFs). An SNDCF, where each individual subnetwork requires one of its own, is part of the ATN router and provides a number of functions:

Address Compression and De-compression;

Priority Mapping, if supported by the subnetwork;

Assembling and re-assembling of data packets;

processing of signals generated by the subnetwork (e.g. join/leave events).

It is not the purpose of this document to provide guidance on the implementation of these subnetworks itself, since this is done in the relevant subnetwork specific material. Rather, guidance on the implementation of ATN using these subnetworks is given. In order to enable and optimize the SNDCF's operation over these subnetworks, the characteristics and features which are common to all networks which are used as ATN subnetworks are as summarized as follows:

firstly, the subnetworks have to provide a byte and code indepentent communication service; in particula, this implies that character-oriented communication systems cannot (directly) be used as ATN subnetworks.

mobile, i.e. air/ground, subnetworks have to provide join and leave events in order to enable routing initiation by the internetwork layer;

although not being a strict requirement, ATN subnetworks should provide a priority feature, allowing to map the priority indicated by the network layer to a subnetwork priority and enabling to distinguish higher priority data from lower priority data;

similarly, Fast Select capability, although not required generally for subnetworks, is a desirable feature;

in the same way, "Fast Select" capability should be available from X.25-type subnetworks in order to optimize bandwidth;

	Editors note: is this last point correctly understood, or do we have "Fast Select" also with other subnetworks??

Air/Ground Subnetworks

The following sections briefly summarize the features of individual mobile subnetworks. Reference is made to the appropriate ICAO Annex 10 material and the material of the relevant panels.

AMSS

In accordance with Draft ICAO AMSS SARPs (§ 4.7.1), the AMSS satellite subnetwork provides connection-oriented packet data service by establishing subnetwork connection between subnetwork service (SNS) users.

The packet data interface allows AMSS to function as the satellite subnetwork of the ATN. The satellite subnetwork transfers data packets from air to ground and from ground to air. Packet data transfers are provided in the form of connection-mode service, using ISO 8208 as a subnetwork access protocol.

Subnetwork Access

Access to the Satellite SubNetwork is normally provided by the SubNetwork Access (SNAc) function. ISO 8208, second edition, is the recommended International Standard to be used as SubNetwork Access Protocol (SNAcP) between the Aircraft Earth Station (AES) or the Ground Earth Station (GES) and an attached DTE (i.e. for example an ATN router), exchanging ISO 8208 Packets. The SNAc function performs the ISO 8208 DCE protocol function in the AES and the GES.

Expedited Data Negotiation

The Expedited Data Negotiation (EDN) Facility of the ISO 8208 INCOMING CALL/CALL CONNECTED Packet is mapped from the Expedited Data Selection parameter of the corresponding SN-CONNECT primitive.

Fast Select

Within AMSS, the fast select facility of the ISO 8208 INCOMING CALL packet is mapped from the Fast Select parameter of the SN-CONNECT indication primitive.

Priority

Within AMSS, the Priority facility of the ISO 8208 INCOMING CALL/CALL CONNECTED packet is mapped from the Priority parameter of the corresponding SN-CONNECT primitive.

If the parameter is present, then the IWF should encode a Priority Facility with a Facility Parameter Field of length 1. The Priority parameter value should be placed into the one-octet Facility Parameter field. If the Priority parameter is absent from the SN-CONNECT primitive, then the Priority facility should be omitted from the corresponding packet.

VDL

This chapter provides guidance on the development of the VDL SNDCF based on a development for initial VDL validation.  This solution uses VDL station interconnected as DTE to a ground X.25 network. Other Solutions are not precluded.

General

The VDL Convergence functions provide a set of routing services to ISO 9542 and ISO 10747 routing protocols, which handle the Routing Initiation and Termination mechanism, which takes place in two phases:

The Routing Initiation or Peer Discovery phase during which the ground ATN Router learns of the existence of a mobile ATN Router which can be joined through the VDL Subnetwork and the mobile ATN Router learns of ground ATN Routers which are able to forward air initiated traffic. 

The Peer Discovery phase is always initiated by airborne mobile ATN Routers and uses the ISO 9542 protocol to exchange network layer reachability information and to update the corresponding routing tables.

The Routing Termination phase during which the VDL Convergence Functions notify network layer entities (ISO 9542 and ISO 10747), about the loss of the VDL subnetwork connectivity with a mobile ATN Router.  

That information is used by the above network layer routing entities to update their corresponding routing tables.

The VDL Convergence Functions also handle VDL subnetwork hand-offs so that network layer routing tables remain unchanged.  Hand-off is the term used to describe a process executed by the airborne ATN/VDL entities to identify and use a different RGS, other than the one currently being used, to relay VDL traffic.

The Header Compression (LREF) mechanism described in the ATN SARPs, section 5.7.3 Convergence Provisions for ISO 8208 Mobile Subnetworks, is part of the VDL convergence functions.

VDL Hand-offs

When the airborne ATN/VDL entities determine (by means which are outside the scope of this document) that a hand-off is required, the ATN/VDL entities may place new calls to all ground ATN Routers with which they are currently communicating via the VDL subnetwork.

The VDL Convergence Functions will accept the new call and clear the previous call only after a period of time determined by the value of the runtime-configurable G-TG5 timer.

If multiple virtual calls exist between the ground ATN Router and a given aircraft, through the VDL subnetwork, then the last established call is the active VC.

Through the active VC, ISO 8473 NPDUs can be either sent or received.  Through the remaining connections, with the same aircraft, ISO 8473 NPDUs are never sent but can be received.

Cause Hex80 and diagnostic 0x84 is used by the SNDCF for the VC clearance, due to the TG5 timer expiry.  A CLEAR REQUEST packet with the above cause shall not be forwarded by the ground station via the RF, towards the aircraft.

Routing Mechanisms over the VDL SN

Introduction 

In order to establish and close ATN communications over the VDL subnetwork, both the airborne and the ground routers must be advised of modifications in the subnetwork connectivity.

The Routing Initiation is always initiated by the airborne ISO 9542 sub-layer.

The Routing Termination shall be invoked by the SNDCF sub-layer whenever the subnetwork connectivity is lost.

Note:- Through the VDL subnetwork only the airborne ATN Routers are allowed to initiate virtual calls. 

The Routing Initiation mechanism

Call Request

The peer discovery mechanism is initiated by airborne ATN Routers in a way which is outside the scope of this document.

During the peer discovery phase the airborne ATN Router issues a CALL REQUEST towards the ground ATN Router.  The INCOMING CALL received by the ground ATN Router has the following parameters:

Calling Address:�The SNPA address of the RGS through which the call is established. Because an RGS acts as DTEs with regard to the X.25 networks to which it is connected, the RGS SNPA received by the ground ATN Router usually does not contain a DNIC, but only a DNA and optionally a sub-address.��Called Address:�A local X.121 address of the ground ATN Router, managed by the VDL Convergence Functions.��Facilities:�the fast select without restriction on response. ��Non X.25 Facilities:�a non-X.25 facility is used to convey the aircraft SNPA, which contains the BCD encoding of the octal representation of the 24-bits ICAO binary address of the aircraft.

If the aircraft SNPA length is “len”, the encoding of non-X.25 facility field is :��

0x00�0xFF�0xFE�len+2�0xFF�SNPA��

Call User Data:�contains the "parameter block" which can be followed by an ISO 9542 ISH PDU, which conveys the NET of the airborne mobile ATN Router.

The layout of the Call User Data is shown in � REF _Ref368107793 \* MERGEFORMAT �Table 7-1���

Octet�Value�Meaning��1�1100.0001�Mobile SNDCF��2�0000.0101�Parameter block length indicator: 5 octets��3�0000.0001�First version��4�SNCR low�Number of VC currently established between the aircraft��5�SNCR high�and the ground router, except this one (hand-offs)��6�0AV0.M0LC�A = 1 ACA compression requested, 

V = 1 V42bis compression requested 	

M=1 maintenance of SNDCF context requested

L=1 LREF requested, 

C=1 Cancellation Option requested��7�xxxx.xxxx�Low octet of Maximum number of directory entries��8�xxxx.xxxx�High octet. Bits 7 and 8 are present only if L=1.��Table � STYLEREF 1 \n �7�-� SEQ Table \* ARABIC \r 1 �1� Mobile SNDCF Call User Data Layout

Note 1.– In case SNCR is greater than 1, the connection is cleared with diagnostic INVALID SNCR.

Note 2.– In the case L=0 and the length of the call user data is greater than 6 and if the 7th octet contains the value 1000.0010 then the Satellite SNDCF assumes that an ISO 9542 ISH PDU has been sent by the peer entity together with the CALL REQUEST.

Note 3.– In the case L=1, LOCAL reference compression requested, see [1], the SNDCF looks for the ISH starting at octet number 9.

ISH in the INCOMING CALL

The VDL Convergence Functions perform the following actions upon receipt of an INCOMING CALL indication carrying an ISO 9542 ISH:

Does not immediately confirm the call.

Extracts the NET from the received ISH PDU and associates it with the new VC (whose set-up is still in progress).

For local management purposes, extracts the RGS DNA from the Calling Address field of the INCOMING CALL and associates it with the new VC.

Issues an SN-UNITDATA Indication primitive in order to relay the ISO 9542 ISH PDU up to the local 9542 entity

Upon receipt of the ISH PDU the local ISO 9542 sub-layer shall update the routing tables and shall operate an ISO 9542 Configuration Notification Function (respond with an ISH PDU containing the NET of the local network entity

Then the VDL Convergence Function will confirm the corresponding VC (same source and destination addresses) whose set-up is in progress.  The layout of the Call User Data of the CALL ACCEPTED packet is shown in � REF _Ref368107956 \* MERGEFORMAT �Table 7-2�.

Octet�Value�Meaning��1�0AV0.M0LC�A = 1 ACA compression accepted

V = 1 V42bis compression accepted 

M=1 maintenance of SNDCF context accepted

L=1 LREF accepted, 

C=1 Cancellation Option accepted��2�1000.0001�9542 ISH protocol identifier.  The ISH response begins here.��Table � STYLEREF 1 \n �7�-� SEQ Table \* ARABIC �2� Mobile SNDCF Call Accept User Data Layout

The establishment of this ISO 8208 connection completes the peer discovery phase.  This ISO 8208 connection becomes the active VC between the ground ATN Router and the aircraft and it is the only VC used by the ground ATN Router to forward ISO 8473 NPDUs towards the aircraft, through the VDL subnetwork (see section 5.2. VDL Hand-offs).

The Routing Termination mechanism

When the RGS detects the loss of coverage for a given aircraft, it clears all the appropriate calls within the terrestrial network.  As a consequence, all VCs, active or not, between the ground ATN Router and a given aircraft get cleared. 

The loss of all VCs with a given aircraft is detected by the ground VDL SNDCF, which then activates the Routing Termination phase.

The Routing Termination phase consists in issuing a Leave Event towards the network layer routing entities. 

If between the ground and airborne ATN Routers there is only one VC and if the set-up of this single VC is in progress, then in the case that VC gets cleared a Leave Event is issued in order to update the routing tables (in the case an ISH, sent by the airborne BIS, has already been relayed up to the network layer entities).

LREF Compression

Connection Context

The LREF mechanism is implemented in the VDL SNDCF as specified in the ATN SARPs, though the connection context is associated to a pair aircraft Id/Ground DTE rather than a pair DTE/DTE, as in this implementation case the remote DTE is the DTE of the Radio Ground station.  

LREF and Handoffs procedure

With regard to the ATN SARPs, it may happen that during a Handoff procedure, a packet requesting the creation of a directory entry is sent on the old virtual circuit, and subsequent packets for the same source/destination NSAPs be sent on the new virtual circuits in compressed mode.  As VDL does not ensure that the packet sent on the old virtual circuit will be received by the adjacent router before the compressed one, compressed packets arriving first will be discarded and an error report be generated to the sending SNDCF.

In this case the transport protocol should ensure retransmission of the packet.

LREF and Call clearing 

In the case where the VC has been cleared for other reasons than GT5-Timer expiration and in the case the LREF compression was used for the cleared VC the internal resources used to handle the Local Reference Directory are freed.

In the case where the VC has been cleared due to GT5-Timer expiration and the maintenance bit was not set or refused for the newly established associated CV, the Local Reference directory is freed.

Otherwise the Local reference Directory is maintained.

LREF and Call Reset 

Otherwise a DTE generated RESET also results in the total clearing of the LREF directory.

Mode S

The Mode S air/ground subnetwork primarily provides a connection�oriented communication service between two subnetwork points of attachment (SNPA), one in the aircraft and the other on the ground.  This service may be accessed by means of the protocol defined in ISO 8208, and is entirely conformant with the aeronautical telecommunication network (ATN) architecture.

Subnetwork Access

The ADLP and GDLP have a standard ISO 8208 interface between the output of the subnetwork and the ATN router(s). ISO 8208 DATA packets are received from the ATN router via the XDLP data terminating equipment/data circuit terminating equipment (DTE/DCE) interface.

Although DTE address assignment is a local issue, it is necessary to assign DTE addresses in an unambiguous manner in order to ensure the correct operation of the Mode S subnetwork.

In accordance with ISO 8208 the default maximum user data field length is 128 bytes.  In addition, other (non-standard) default maximum user data field lengths may be available from the following list:  16, 32, 64, 256, 512, 1 024, 2 048 and 4 096 bytes.  The selection of a non-standard default value is a local issue at a DTE/DCE interface and has no influence on the Mode S packet layer protocol, because the exact length of the user data field can be extracted from the data link layer information field of the DTE/DCE interface.

The interface between the GDLP and a ground DTE (including an ATN router) is required to be functionally conformant with the ISO 8208 DTE�DCE interface.  However, the form of the physical connection between the GDLP and a ground DTE remains an option at the discretion of implementors.  Alternative approaches are discussed in the following sub�paragraphs, although other options are also possible.

The simplest form of physical connection which may be used is a simple point�to�point link directly between the DTE and the DCE.  In this case, only a suitable link layer protocol (e.g. ISO 9676) must be provided below the DTE, and the connection to the physical medium established.

Fast Select

The Mode S Subnetwork provides Fast Select Capability.

Priority

The Mode S subnetwork provides means for distinguishing two priorities ('high' and 'low')

Route Initiation

In order to enable the initiation of routing table updates, mobile subnetworks have to identify to the ATN internetwork when new routes to mobile systems are available. When an aircraft is newly entering the coverage of a Mode S subnetwork, a 'join event' is generated by that particular subnetwork. This 'join event' is always generated by the ground part of the Mode S subnetwork, i.e. the GDLP.

Similarly, 'leave events' are generated by both, the aicraft side (ADLP) and the ground side. In addition, refresh cycles may be performed.

'Join event' and 'leave event' messages contain at least the following fields:

message type;

message length;

aircraft address; and

optionally, time and position of aircraft entry or exit.

Ground/Ground Subnetworks

This section presents a guidance for States which want to implement new or already existing networks as ATN subnetworks inside their respective boundaries.

Mapping CLNP over An ISO/IEC 8802 Subnetwork

This mapping is provided in the ATNP Internetwork Communications Service SARPs.  The subnetwork service is provided as specified in Clause ISO/IEC 8473-2 Information TechnologyÑProtocol for Providing the Connectionless-Mode Network Service Part 2:  Provision of the Underlying Service by an ISO/IEC 8802 Subnetwork.  In this case, the generation of an SN-UNITDATA request by CLNP results in a Data Link Layer (DL)-UNITDATA request (as described in ISO/IEC 8802-2) being generated by the SNDCF.

�

Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC \r 1 �1� Expanded Subnetwork

Mapping CLNP over An FDDI Network

FDDI provides a high bandwidth LAN consisting of a physical layer and Media Access Control (MAC) sublayer as defined in ISO 9314-2.  Encapsulation of CLNP in FDDI frames can be performed in a manner similar to the Internet Protocol (IP) encapsulation over FDDI (see Internet Engineering Task Force [IETF] Request for Comments [RFC] 1188.  As per RFC 1188, CLNP can be encapsulated via the IEEE 802.2 Logical Link Control (LLC) service as shown in � REF _Ref366410991 \* MERGEFORMAT �Error! Reference source not found.�.

The Destination Service Access Point (DSAP) and Source Service Access Point (SSAP) should be set to the hexadecimal value [0xFE] to indicate that the Information field contains an OSI network layer Protocol Data Unit (PDU).

In this case, the mapping to the SNS parameters should be the following:

SN-Source-Address:  This address should be set to the assigned value [0xFE] to indicate that the information field contains an OSI network layer PDU.

SN-Destination Address:  This address should be set to the assigned value [0xFE] to indicate that the information field contains an OSI network layer PDU.

SN-Priority:  If supported, this field should contain the mapped LLC priority based on the received SN-priority.

SN-Quality-of-Service:  If supported, this field should contain the mapped LLC quality-of-service based on the received SN-quality-of-service.

SNS-User Data:  This field should contain the ISO network layer PDU.

�

Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC �2� Mapping of CLNP into FDDI MAC Frames

IEEE 802.2 LLC Type 1 communication should be used exclusively.  All frames should be transmitted in standard IEEE 802.2 LLC Type 1 Unnumbered Information format, with the DSAP and the SSAP fields of the 802.2 header set to the assigned Service Access Point value for ISO-IP (0xFE).

The IEEE 802.2 LLC subnetwork may then map the LLC PDU to the FDDI Frame as shown in � REF _Ref366410991 \* MERGEFORMAT �Error! Reference source not found.�.

Mapping CLNP over Frame Relay ISDN Network

While encapsulation of CLNP in Frame Relay networks can be accommodated in a manner similar to IP encapsulation over Frame Relay as outlined in IETF RFC 1490.  The Frame Relay access protocol is based on High-level Data Link Control (MDLC/Q.921), and the link access protocol was developed for signaling over the D channel of narrow band Integrated Services Digital Network (ISDN) (International Telephone and Telephone Consultative Committee (CCITT) Recommendation Q.922).  As discussed in IETF RFC 1490, the Frame Relay network provides a number of virtual circuits that form the basis for connections between stations attached to the same Frame Relay network.  The resulting set of interconnected devices form a private Frame Relay group which may be either fully interconnected with a complete ÒmeshÓ of virtual circuits or only partially interconnected.  In either case, each virtual circuit is uniquely identified at each Frame Relay interface by a Data Link Connection Identifier (DLCI).  In most circumstances, DLCIs have strictly local significance at each Frame Relay interface.

All protocols encapsulate their packets within a CCITT Q.922 Annex A frame or ATNSI T1.618.  Additionally, the frames contain information necessary to identify the protocol carried within the PDU, thus allowing the receiver to properly process the incoming packet.  The frame format is shown in � REF _Ref368108860 \* MERGEFORMAT �Figure 7-1�.



Flag (7E hex)��Q.922 Address��Control��Optional Pad��NLPID��Data��Frame Check Sequence��Flag (7E hex)��Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC �3� Frame Format

The Q.922 address is 2 octets and contains a 10-bit DLCI.  In some networks Q.922 addresses may optionally be increased to 3 or 4 octets.

The control field is the Q.922 control field.

The Pad field is used to align the remainder of the frame to a 2-octet boundary.  There may be zero or one Pad octet within the Pad field and, if present, must have a value of zero.

The Network Level Protocol ID (NLPID) field is administered by ISO and CCITT.  It contains values for many different protocols including IP, CLNP, and IEEE Subnetwork Access Protocol (SNAP).  This field tells the receiver what encapsulation or what protocol follows.  Values for this field are defined in ISO/IEC Technical Report (TR) 9577.  Some commonly used NLPIDs are defined below:

[0x00]�Null Network Layer or Inactive Set��[0x80]�SNAP��[0x81]�ISO CLNP��[0x82]�ISO ES-to-IS Protocol��[0x83]�ISO IS-to-IS��[0xCC]�Internet IP��[0x08] �ISDN��Table � STYLEREF 1 \n �7�-� SEQ Table \* ARABIC �3� Common Network Layer Protocol Ids

In the case of ISO protocols, the NLPID is considered to be the first octet of the protocol data.  The single octet serves both as the demultiplexing value and as part of the protocol data.  ISO/IEC 8473-1 has a NLPID value of [0x81].  For CLNP, PDUs, the frame would consist of the following fields as shown in � REF _Ref366412062 \* MERGEFORMAT �Figure 7-4�.

�

Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC �4� Frame Format for Transfer of CLNP PDUs

In this case, the mapping to the SNS parameters should be the following:

SN-Source-Address:  No source address field is provided in the frame relay header.

SN-Destination Address:  This address should be set to the destination Q.922 address.

SN-Priority:  No priority field is provided in the Frame Relay header.

SN-Quality-of-Service:  This field should contain the mapped Frame Relay quality-of-service.  (Note that forward or backward explicit congestion notification may be indicated in the frame relay header.)

SNS-User Data:  This field should contain the ISO network layer PDU.

Mapping CLNP over An ISO 8208 Network

This information is provided in the ATNP Internet Communications Service SARPs. The subnetwork service is provided using ISO/IEC 8473-3.

Management of X.25 connections is discussed in detail in ISO/IEC 8473-3.

Mapping CLNP over IP

Recent IETF RFCs have been developed to allow the encapsulation of CLNP PDUs over IP.  However, for OSI applications that may need to communicate via an IP internet, current commercial off-the-shelf (COTS) routers will encapsulate the ISO subnetwork PDUs (for example, X.25 PDUs) into IP datagrams, and decapsulate the datagrams and forward to the peer OSI application.

If there is a need for direct encapsulation of CLNP PDUs over IP, then IETF RFCs 1701, 1702 and 1070 define an Generic Routing Encapsulation (GRE) protocol to allow a number of different protocols to be encapsulated over IP.  As defined in these RFCs, the packet to be encapsulated and routed is called a payload packet.  The payload is first encapsulated in a GRE packet.  The resulting GRE packet can then be encapsulated in some other protocol (such as IP) and then forwarded.  This outer protocol is called the delivery protocol.

The Delivery Header for IP will consist of the fields shown in � REF _Ref366412564 \* MERGEFORMAT �Figure 7-5�.

Within the GRE Header, the Protocol Type field contains the protocol type of the payload packet.  Example protocol types are listed below as shown in � REF _Ref366412628 \* MERGEFORMAT �Table 7-4�.

In this case, the mapping to the SNS parameters should be the following:

SN-Source-Address:  This field should contain a source IP address.

SN-Destination Address:  This field should contain a destination IP address.

SN-Priority:  If supported, the priority can be indicated in IP datagrams via the precedence bits in the Type of Service field.  This field should indicate the IP priority.

SN-Quality-of-Service:  If supported, this field should contain the Type of Service value.

SNS-User Data:  This field should contain the ISO network layer PDU.

The other method using RFC 1070 permits ISO Systems using ES-IS to change their topological relationship to the IP format.

Mapping CLNP over Asynchronous Transfer Mode (ATM)

While encapsulation of CLNP over ATM networks has not been standardized, it could be accommodated in a similar manner that IP is encapsulated over ATM (IETF RFC 1483).

��

Legend:

C	=	Checksum Present (1)

R	=	Routing Present (1)

K	=	Key Present (2)

S	=	Sequence Number Present (1)

s	=	Strict Source Route (1)

Recur	=	Recursion Control (3)

Ver	=	Version Number (3)

Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC �5� Delivery Header for IP



�Protocol Family�Protocol Type Value (Hex)��Reserved�0000��OSI network layer�00FE��IP�0800��Frame Relay �0808��Raw Frame Relay�6559��IP Autonomous Systems�876C��Secure Data�876D��Reserved�FFFF��Table � STYLEREF 1 \n �7�-� SEQ Table \* ARABIC �4� Example Protocol Type Values

As described in RFC 1483 Multiprotocol Encapsulation over ATM Adaptation Layer 5 (AAL5), ATM-based networks are of increasing interest for both local and wide area applications.  There are two different methods for carrying connectionless network interconnect traffic, routed and bridged PDUs, over an ATM network.  The first method allows multiplexing of multiple protocols over a single ATM virtual circuit (called ÒLLC encapsulationÓ).  The protocol of a carried PDU is identified by prefixing the PDU by an IEEE 802.2 LLC header.  The second method performs higher-layer protocol multiplexing implicitly by ATM Virtual Circuits (VCs) (called ÒVC-based MultiplexingÓ).

No matter which multiplexing method is selected, routed and bridged PDUs are encapsulated within the Payload field of AAL5 Common Part Convergence Sublayer (CPCS)-PDU.  The format of the AAL5 CPCS-PDU is shown in Figure 6.

The Payload field contains user information up to (2^16Ð1) octets.

The Padding (PAD) field pads the CPCS-PDU to fit exactly into the ATM cells such that the last 48-octet cell payload created by the new Segmentation and Reassembly sublayer will have the CPCS-PDU Trailer right justified in the cell.

� EMBED Designer  ���

Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC �6� AAL5 CPCS-PDU Format



The CPCS-User-to-User (UU) field is used to transparently transfer CPCS-UU information.  The field has no function under the multiprotocol ATM encapsulation described in this memo and can be set to any value.

The Common Part Indicator (CPI) field aligns the CPCS-PDU trailer to 64 bits.  Possible additional functions are for further study in CCITT.  When only the 64 bit alignment function is used, this field shall be codes as 0x00.

The Length field indicates the length, in octets, of the Payload field.  The maximum value for the Length field is 65,535 octets.  A Length field coded as 0x00 is used for the abort function.

The Cyclical Redundancy Check (CRC) field protects the entire CPCS-PDU except the CRC field itself.

RFC 1483 describes the use of LLC encapsulation for CLNP PDUs which is described below.  For additional information concerning VC-based multiplexing, the reader is referred to the RFC.

LLC Encapsulation

In LLC Encapsulation the protocol of the routed PDU is identified by prefixing the PDU by an IEEE 802.2 LLC header, which may be followed by an IEEE 802.2 SubNetwork Attachment Point (SNAP) header.  In LLC Type 1 operation, the LLC header consists of three 1-octet fields as shown in� REF _Ref366413268 \* MERGEFORMAT �Figure 7-7�.

� EMBED Designer  ���

Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC �7� LLC Header Format 



The LLC header value 0xFE-FE-03 identifies that a routed ISO PDU follows.  The Control field value 0x03 specifies Unnumbered Information Command PDU.  For routed ISO PDUs, the format of the AAL5 CPCS-PDU Payload field shall thus be as follows as shown in � REF _Ref366413239 \* MERGEFORMAT �Figure 7-8�.



� EMBED Designer  ���

Figure � STYLEREF 1 \n �7�-� SEQ Figure \* ARABIC �8� AAL5 CPCS-PDU Payload Field Format for Routed ISO PDUs



The routed ISO protocol is identified by a 1 octet NLPID field that is part of Protocol Data.

In this case, the mapping to the SNS parameters should be the following:

SN-Source-Address:  This field should contain the value [0xFE].

SN-Destination Address:  This field should contain the value [0xFE].

SN-Priority:  This field does not map to AAL-5 fields.

SN-Quality-of-Service:  This field does not map to AAL-5 fields.

SNS-User Data:  This field should contain the ISO network layer PDU.
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