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Rev. No.

�Introduction

WP 254 and WP267 both provided proposed changes to the draft Internet SARPs Congestion Avoidance Algorithm, derived from the analysis contained in WP254 and used in preparing  the validation exercises for which WP267 reported on. This  flimsy provides a consolidation change proposal for consideration by WG2.

Proposed Changes to Chapter 5

1.	Deletion of 5.2.5.2.3.2

It is proposed to delete section 5.2.5.2.3.2.” Congestion Notification”, as these function are fully specified in 6.2.4.

2.	Change to 5.2.6 “Transport Layer Congestion Avoidance”

Note 1.— The congestion avoidance mechanisms in  the transport layer make use of the notification by the network layer of Congestion Experience flags in received NPDUs. This mechanism allows transport entities to reduce the window, i.e. the number of DT TPDUs allowed to be sent without acknowledgement, when the proportion of NPDUs indicating congestion reaches a certain threshold.

Note 2. - This congestion information consists of the total length of the sequence of NPDUs forming the associated NSDU, and the number of NPDUs of that sequence that had their congestion experienced flag set upon reception.

Note 23.— Transport Congestion Avoidance measures are applicable to connection oriented transport service only.

Note 34.— The algorithm defined in this section is applied for each transport connection individually.

The transport entity shall implement the congestion avoidance algorithm defined in this section.

5.2.6.1.	Advertised window

A receiving transport entity that is receiving TPDUs shall provide the sending transport entity that is sending the TPDUs with the lower window edge and the size of the advertised window (W) by using the explicit flow control mechanisms specified in ISO/IEC 8073.

Note.— The advertised window is the window advertised by the receiver of the data to the sender of the data. It indicates the number of DT TPDUs that the receiver is willing to accept.

5.2.6.1.1. Initialisation of the advertised window

The initial value of the advertised window W0 that iswill be advertised to the sending transport entity shall have a locally configurable value upper bound. This initial window value shall be sent to the sending transport entity in the first CDT field transmitted.

5.2.6.2.	Receiving Transport Entity Congestion Avoidance

Congestion avoidance shall be performed within repeated update phases. Each update phase shall terminate with the possible advertisement of a new window size to the sending transport entity.

5.2.6.2.1. Initialisation of the advertised window

The initial value of the advertised window W0 that will be advertised to the sending transport entity shall have a locally configurable upper bound. This initial window shall be sent to the sending transport entity in the first CDT field transmitted.

5.2.6.2.1. Start of Update Phase Sampling Period

An update phase of the advertised window shall start after the receiving transport entity has advertised a new value of the window Wnew to the sending transport entity.

5.2.6.2.2. Ignoring Congestion Information

After having advertised a new window size, the receiving transport entity shall ignore congestion information coming from the network layer, until it has received W (i.e. the “old” advertised window size) further DT-TPDUs. It then shall enter the sampling sub-phase.

When the sending transport entity advertises the initial window size W0, it shall set W to 0.

5.2.6.2.3. Sampling Congestion Information

The receiving transport entity shall maintain a count N equal to the total number of NPDUs that convey DT-TPDUs, and a count NC equal to the number of such NPDUs that had their congestion experienced flag set upon reception.

Upon entering the sampling sub-phase, these counts shall be reset to zero.

These counts shall be updated upon receipt of a DT-TPDU using the congestion information supplied by the network layer.

The sampling sub-phase shall end as soon as the transport entity has received Wnew DT-TPDUs within the sampling sub-phase. The end of the sampling sub-phase also terminates the update phase.

The receiving transport entity shall maintain a fixed value for the size of the advertised window W during a sampling period. The sampling period ends after 2*W  DT TPDUs have been received by the receiving transport entity.

Note.— The end of a sampling period determines the beginning of the next sampling period. The size of the advertised window may be modified at the end of a sampling period.

5.2.6.2.4. Counting of Received TPDUs in a Sampling Period

The receiving transport entity shall maintain a count N, equal to the number of TPDUs received, and a count, NC, equal to the total number of TPDUs received with an indication that congestion is experienced. All types of TPDUs shall be included in the counts for N and NC.

5.2.6.2.4. Action upon the end of the Update Phase a Sampling Period

The receiving transport entity shall take the following actions at the end of each update phase sampling period:

If the count NC is less than ( % of the count N, the receiving transport entity shall increase the size of the advertised window by adding (d1 up to a maximum based on the local buffer management policy. Otherwise, it shall decrease the size of the advertised window by multiplying it by (. If the result of this multiplication has a decimal part, the new window size shall be the truncated to its integer value. The size of the advertised window shall not go to a value smaller than 1. 

The counts N and NC shall be reset to 0.

The new window size shall be transmitted to the sending transport entity in accordance with the explicit flow control mechanisms specified in ISO/IEC 8073.

Note.— This procedure does not explicitly requireIf the window size is reduced by this procedure, the transport entity may have to reduce credit gradually so as to avoid the reduction of the upper window edge, as it is possible to gradually reduce the credit window .



5.2.6.3.	Recommended algorithm values

Recommendation.— The value settings defined in the following table should be implemented and configurable by a System Manager:

Name�Description�Recommended value/range��(�Window decrease factor�0.75 to 0.95625��d�Window increase amount�1��W0�Initial window �1��(�Congestion ratio�50 %��

Proposed Changes to Chapter 6

6.2.4.	Congestion Management

Note.— The congestion management provisions in the network layer are intended to guarantee the notification to the transport layer of potential risks of congestion via the C/E bit conveyed in QOS Maintenance parameter. The transport layer will take measures to avoid congestion if a high proportion of NPDUs are received with C/E bit set. 

6.2.4.1.	Setting of the congestion experienced flag

The congestion experienced flag  (CE-flag) in the QoS maintenance parameter in the options part of an NPDU header shall initially be set to zero by the originator of the NPDU.

When a NPDU is being forwarded by an ATN IS, the IS shall examine the depth of the output queue selected for that NPDU. If the depth of the selected output queue exceeds a threshold ( (see table 6-2), the ATN IS shall set the CE-flag congestion experienced flag in the QoS maintenance parameter in the options part of the NPDU header.

Once the CE-flag congestion experienced flag in the QoS maintenance parameter in the options part of an NPDU header is set, it shall not be reset by any ATN IS traversed by the NPDU further along to the path towards the destination.

6.2.4.2.	Forwarding congestion information to the receiving NS-Userdestination transport entity

For each sequence of NPDUs that together form an NSDU, the destination network entity shall keep two counters:

the first one, n�total, shall reflect the length of that sequence. 

the second one, n�CE, shall reflect the number of those NPDUs of this sequence, that had the CE-flag set on reception by the destination network entity.

Note.— Each NSDU is forwarded through the network as a sequence consisting of one or more NPDUs.

When the destination network entity passes an NSDU to the receiving NS-User, it shall convey the associated counters n-total and n-CE to the NS-User.

Note.— The way how the congestion information associated with an NSDU is conveyed to the NS-User is a local matter.

When a destination network entity receives an NPDU of which the congestion experienced flag is set in the QoS maintenance parameter in the options part of the header of the NPDU, it shall convey the congestion experienced information to the destination transport entity by local means.

6.2.4.3.	Required algorithm values

The value settings defined in the following table shall be implemented:

Name�Description�Required value range��(�Output queue threshold�1 packet�> 0 % and �( 10%��Table 6-2 Required Value for (
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