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PRIVATE 
Summary

WG 2 has as a work item the development of multicast extensions to the ICS SARPs.  During the course of the work, it became apparent that the work on multicast extensions would not be completed in time for the next ATN Panel meeting.  As a result, work focused on developing a multicast architecture that could be used in further defining multicast services within the ATN.

This paper presents the initial draft of a multicast architecture for use in defining multicast services.

Introduction

Within the ATN Internet, there may be some services which lend themselves to either a multicast or broadcast operation.  In fact, the use of a broadcast media such as radio make the implementation of either broadcast or multicast easier and more effective.

The ISO and ITU-T committees responsible for the OSI Reference Model and the lower layer services have been working on multicast and broadcast architecture, services, and protocols for the last several years.  This paper presents an overview of the status of multicast within those committees and proposes a way forward for the introduction of new services into the Internet SARPs.

1 Background

The addition of multicast procedures to the OSI protocols followed the work started in the IETF.  The initial work focused on the need to define a set of terms and concepts that could guide the standards development.  This work resulted in a set of working papers which laid the ground work for the concepts of multicast, broadcast, and groups.

The background work progressed to a point that simple extensions to the Network and Transport Layers to support multicast operation were started based on the success of multicast IP.

2 General Multicast Architecture

To facilitate discussion, attached is a copy of the proposed new part to the OSI Reference Model to incorporate multicast.

Multicast consist of a one-to-many architecture where an application can send data to a (potentially) large number of receivers that specifically request to receive that data.

To transmit data to a group of multicast subscribers, the transmitting end-system sends its data to its nearest multicast-enabled router.  This router replicates the packet to other multicast routers within the group.  The distribution of multicast data resembles a tree with the originator of the transmission sitting at the top of the tree.  Since the transmitting end-system only needs to send one stream of data to the network, there is a benefit of reduced performance requirements of that system as a reduced bandwidth requirements for large amounts of data distribution.

An end-system subscribes to a multicast group and determines the group’s group NSAP address.  The routing protocols support group address routing and creates the routing trees.

2.1 Multicast Applications

There are three basic type of applications that may benefit from the use of multicast procedures:

1. one-to-many,

2. many-to-one, and

3. many-to-many.

One-to-many applications are the applications that are most often considered for multicast use.  In this case, one member of the group generates the data and transmits the data to a group of receivers.

Many-to-one applications may also benefit from the use of multicast.  In this case, the recipient of the data uses multicast to poll the group.  Members of the group return the data using unicast transmissions.

Many-to-many applications are an extension of the one-to-many where any of the group members may send data to the group.

2.2 Group Management and Routing

The most complex issue to deploying multicast is the efficient routing of multicast data.  Efficient routing depends on two important areas: group management and routing.

Group management is important since receivers that are not properly added to the multicast routing tables will not receive the multicast data.  Similarly, receivers that terminate their participation in a multicast group but are not removed will cause additional transmissions that cannot be delivered.

Routing protocols need to be in place that reflect the state of the multicast transmission.  That may entail the maintenance of routing trees based on each of the possible senders in the group.  Updates to the routing tables should be made in a timely manner to ensure that resources are not wasted and that all recipients are included.

3 ATN Internet Multicast Architecture

The ATN may at some point in the future decide to add multicast (and possibly broadcast) services to Doc. 9705.  The following paragraphs describe the architecture that would be needed to support the additions.

The general multicast architecture is based on a connectionless-mode of operation.  That is, the network layer (CLNP) and the transport layer (CLTP) would be required to support multicast communication.  Applications may be designed to operate in either a sequenced, connection-mode manner, or in a connectionless-mode manner.

The addition of a reliable connection-oriented multicast transport protocol is currently a subject of research within the standards committees.

3.1 Multicast Network Service and Protocol

The ISO and ITU-T recognized the utility of a multicast network protocol by analyzing the IETF work on the multicast IP proposals.  In line with the extensions to IP, CLNP was amended to include provisions for multicast operation.  In particular, the protocols and services of the Network Layer were modified by:

· adding multicast procedures to CLNP,

· adding multicast connectionless extensions to the Network Service,

· adding group addressing to the NSAP addressing structure within the Network Service, and 

· adding multicast extensions to ES-IS.

3.1.1 Status of Multicast CLNP

Additions were made to CLNP to incorporate multicast operation.  These extension were equivalent to those added to IP for multicast IP.  There were two main additions required to add multicast to CLNP:

· a new pdu type, and

· procedures for handling the new pdu and for backwards compatibility.

In order to handle multicast operation, CLNP was modified to include a multicast pdu.  This pdu is used exclusively when sending a single pdu to multiple destinations.  It requires that the sender of the pdu be identified by a unicast NSAP and that the receiver(s) be identified by a group NSAP.  Further, procedures are added throughout CLNP to handle error cases and to ensure that flooding of a network does not take place.

3.1.2 Status Multicast Connectionless Network Service

Additions were also made to the Network Service to support multicast operation.  These additions were limited to adding multicast service primitives.

Multicast Network Addresses

The most significant change to the Network Layer was the change to the definition of NSAP addresses to incorporate multicast addresses.  The NSAP address structure now has a new branch restricted to only multicast addresses.

3.2 Multicast Transport Service and Protocol

The ISO and ITU-T extended the connectionless Transport Protocol to include the capability to pass multicast pdus.  The extensions are similar to those proposed for the IETF’s UDP.

3.3 Use of Multicast Protocols in the ATN

3.3.1 ATN Multicast Architecture

The ATN multicast architecture is based upon the OSI architecture.  Beginning at the ICS, the ATN multicast architecture consists of routers and end-systems that support multicast communication.  The ATN applications using multicast may be either connection-oriented or connectionless based upon their individual requirements.  Existing applications can be modified to operate in a multicast mode, and new applications may be developed based on a multicast architecture.

3.3.2 Implementation of Multicast in the ICS

The ICS service could be modified to support multicast communications.  The major problem is the support of multicast within the ATN routers.

An ATN multicast architecture should be based upon the use of CLNP multicast as defined in the ISO/ITU standards.  This would require that ATN routers support:

· NSAP group addressing, and

· CLNP multicast pdus.

The first issue with this approach is the backward compatibility with ATN routers that do not support multicast since the routing of multicast pdus requires a path from source to destination(s) that support multicast CLNP pdus.  The solution to this problem is not too complicated.  First, routing is performed on NSAP addresses.  Multicast NSAP addresses occupy a space different from unicast NSAP addresses and therefore routes for multicast pdus will be separate from routes for unicast pdus.  Only routers that “understand” the appropriate addresses and the multicast pdu type will advertise routes that can be used.

Note:  This obviously means that multicast will be VERY limited.  When the first multicast capable router is installed, pdus will only be able to stay in the domain of that router.  Routes will only be able to be constructed as more multicast routers are deployed.

The routers not capable of supporting multicast pdus will never be a part of routes so there is no backwards compatibility problem.

The second issue is the need for a complete suite of multicast capable routing protocols.  At the present, all routing protocols except IDRP support multicast.  An effort within the ISO SC 6 committee would be necessary to modify IDRP to include multicast extensions.  (Otherwise, the ATNP would be required to generate a specific solution to this problem.)

4 SARPs Impact

If a multicast service were defined in the Internet SARPs, it may be possible to utilize that service in providing a one-way multicast data information service to a set of aircraft or ground systems.  It is clear that the broadcast nature of radio transmission is a good fit for implementing a multicast service.

To add the ability to use multicast procedures within the ATN the Internet SARPs need the following changes:

· add provisions for the CLNP multicast extensions, 

· add provisions for the multicast NSAP addresses, and

· add provisions for the connectionless transport protocol and the multicast extensions.

