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SUMMARY

This document is a revised version of the IDG1/WP5 that was discussed at the previous IDG meeting. The document proposes SARPs text and associated guidance material for the mechanisms of dynamic adaptation of the TP4 retransmission timer.

The drafting group is invited to consider if it is worth integrating the proposed texts in the SARPS, and in the guidance.
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1 Introduction

This document is a revised version of the IDG1/WP5 that was discussed at the previous IDG meeting. This document proposes SARPs text and associated guidance material for the mechanisms of dynamic adaptation of the TP4 retransmission timer.

The drafting group is invited to consider if it is worth integrating the proposed texts in the SARPS, and in the guidance.

2 SARPs text

2.1 Changes in section 5.5.2.2
2.1.1 Replace paragrah 5.5.2.2.13.1 with:
5.5.2.2.13.1
Recommendation.- When intended for operation over Air/Ground subnetworks, nominal values indicated in Table 5.5-1 should be used to initialize the transport protocol timers and protocol parameters.

Note 1.- This does not preclude the transport entity to later adapt the value of certain timers to the observed dynamics of the network, In particular, the Local Retransmission Time (T1) is required to be dynamically updated in function of the round-trip time measured on the transport connections (see 5.5.2.6). The recommended algorithms for the dynamic computation of the Local Retransmission are specified in 5.5.2.6.
2.1.2 Replace paragrah 5.5.2.2.13.2 with:

5.5.2.2.13.1
Recommendation.- The assignement of initial values for timers and parameters other than the nominal values indicated in Table 5.5-1 should be based on operational experience.
2.1.3 Replace Note 5 with:

Note 5.- The initial, minimal and maximum values of the timers and variables listed in Table 5.5-1 may not all be directly configurable. They may be determined based on the values of other timers and variables, as follows:
T1 = (ELR + ERL + AR + x)

R = (T1 * (N-1) + x)
L = (MLR + MRL + R + AR)

W = (I – ELR – offset)

X = Local processing time

Offset = Unanticipated delay exceeding ELR values
Note 6.- Other formulas may be used for the dynamic adaptation of the timer values, when dynamic adaptation is required. This is notably the case of the Local Retransmission timer (T1): a different algorithm for the dynamic computation of T1 is recommended in 5.5.2.6.3.2.
2.2 Add the following new section 5.5.2.6

5.5.2.6 Dynamic Local Retransmission Timer adaptation

5.5.2.6.1 General

Note 1.- A critical element of any COTP implementation is the determination of an appropriate retransmission timeout interval. The retransmission timeout interval has important and conflicting effects on individual user throughput and overall network efficiency. To achieve optimal throughput, short retransmission timeout interval may be used. However, if the timeout interval is too short, then TPDUs may be retransmitted unnecessarily, with the consequence of wasting the network bandwidth and decreasing the useful throughput.

Note 2.- In the ATN internetwork, the round-trip time (RTT), i.e. the time interval between sending a packet and receiving an acknowledgement for it, is expected to change over time, as routes and network traffic load might change. For this reason the ATN COTP timeout and retransmission strategy relies on the dynamic measurement of the round-trip time. The ATN COTP is expected to re-estimate the RTT and compute a new time out interval everytime a new packet is acknowledged. 

5.5.2.6.2 Round-Trip Time Measurement

Note 1.- The round-trip time is the interval of time between the sending of a PDU and the receipt of its acknowledgement. It implicitly measures both the internetwork transit delay, including time spent in Intermediate Systems, and any time spent at the receiver and sender processing the PDU and acknowledgement.

Note 2.- The round-trip time can be determined by the sending transport entity, by remembering the transmission time of each CR, CC, and DT TPDU. When the associated acknowledgement is received, the difference between the current time and the transmission time of the acknowledged packet gives one sample of the experienced round-trip time.

5.5.2.6.2.1 A transport entity shall measure the round-trip time elapsed between every first transmission of a CR, CC or DT TPDU and the receipt of the first corresponding acknowledgement.

Note .- Acknowledgement of a CR TPDU corresponds to the receipt of a CC TPDU. Acknowledgement of a CC TPDU corresponds to the receipt of an AK, DT, ED or EA TPDU. Acknowledgement of a DT TPDU corresponds to the receipt of an AK TPDU.

5.5.2.6.2.2 When a TPDU is received that acknowledges for the first time one or more TPDUs, the round trip time shall be measured by computing the difference between the time of transmission of the most recently sent TPDU among those being acknowledged and the time of reception of the acknowlegement.

5.5.2.6.2.3 If a CR, CC or DT TPDU is acknowledged before expiration of its retransmission timer, the measured round-trip time shall be considered by the transport entity as a valid round-trip time sample. 

5.5.2.6.2.4 If the acknowledgement of the CR, CC or DT TPDU is received after one of several retransmissions of the TPDU, then the measured round-trip time shall be considered by the transport entity as an invalid round-trip time sample.

5.5.2.6.3 Retransmission Timer calculation

5.5.2.6.3.1 Every time a new valid round-trip time sample is obtained on a transport connection, a transport entity shall compute a new suitable value for the local retransmission timer.

5.5.2.6.3.2 Recommendation.- The retransmission timer should be computed as a function of a “smoothed” round trip time estimate (SRTT) and of its "smoothed" mean deviation D, as follows:
Err = S – SRTTprev
SRTTnew = SRTTprev + gErr

Dnew = Dprev+  h * ( ABS(Err) - Dprev )

T1new = SRTTnew + 4Dnew + AR
Where:

– SRTTprev and SRTTnew are the previous and new computed values of the “smoothed” round trip time estimate. Initially, the SRTT is set to 0.
– Dprev and Dnew are the previous and new computed values of the “smoothed” mean deviation. Initially, D is set to 0.
– Err  is the difference between the measured value just obtained (S) and the previous SRTT.
– The gains g and h are constants that control how rapidly the smoothed round-trip time and its smoothed mean deviation adapt to change. g is set to 1/8 (0.125). h is set to 1/4 (0.25). 
– ABS(Err) is the absolute value of Err.
– T1 is the local retransmission timer value
– Ar is the remote Acknowledgement timer. 

Note 1.- This algorithm is derived from the Jacobson’s algorithm and differs only by the addition of the remote Acknowledgement timer (AR ) in the formula used for the computation of the retransmission timer value. This change is in response to the unique requirements of the aeronautical environment which may require long acknowledgement times.

Note 2.- The SRTT, D and T1 variables are maintained on a per transport connection basis.

5.5.2.6.4 Retransmission timer backoff procedure

5.5.2.6.4.1 Whenever a retransmission timeout occurs, a transport entity shall double the local retransmission timer value before retransmitting the unacknowledged data.

Note.- This procedure is known as exponential back-off. Back-off is performed independently of the round-trip time estimation, since without an acknowledgement there is no new timing information to be fed into the retransmission timer value calculation.

5.5.2.6.4.2 Whenever an invalid round-trip time sample is obtained, the retransmission timer value shall remain set to the value having resulted from the operation of the previous backoff procedure.

Note.- This rule is derived from a procedure known as the Karn’s algorithm.

5.5.2.6.5 Initial, minimum and maximum local retransmission timer value

5.5.2.6.5.1 A transport entity shall maintain the value of the local retransmission timer within a bounded range.

5.5.2.6.5.2 The lower and upper bound of the local retransmission timer shall be configurable

5.5.2.6.5.3 When intended for operation over Air/Ground subnetworks, the lower and upper bound of the local retransmission timer shall respectively be set to the minimum and maximum T1 values specified in Table 5.5-1
5.5.2.6.5.4 
5.5.2.6.5.5 
5.5.2.6.5.6 When intended for operation over Air/Ground subnetworks, the initial value of the local retransmission timer shall be set to the nominal T1 value specified in Table 5.5-1.
5.5.2.6.5.7 When intended for operation exclusively over Ground/Ground subnetworks, the initial value of the local retransmission timer shall be greater than the maximum expected round-trip time.

2.3 Other changes

1. In the APRL table 5.5.2.7.1.2.2 (specific ATN Requirements) add the following new entry:

ATN6
Dynamic Local Retransmission Timer adaptation
5.5.2.6
M

2. Renumber old sections 5.5.2.6 and section 5.5.2.7

3 Guidance Material

3.1 TP4 timeout and retransmission

3.1.1 Introduction

The Connection Oriented Transport Protocol provides a reliable transport layer by retransmitting data, when the data has not been acknowledged after some period of time. A critical element of any COTP implementation is the timeout and retransmission strategy: the main issue is the determination of an appropriate timeout interval.

The timeout interval has important and conflicting effects on individual user throughput and overall network efficiency. To achieve optimal throughput, short timeout interval should be used. Unfortunately, what is good for throughput is disastrous for efficient network utilization. If the timeout interval is too short, then a large number of packets may be retransmitted unnecessarily, causing a waste of the bandwidth. 

In the ATN, the round-trip time (RTT), i.e. the time interval between sending a packet and receiving an acknowledgement for it, is expected to change over time, as routes and network traffic load might change. For this reason an ATN COTP implementation must be designed to dynamically measure the RTT and use this measure to dynamically adapt the retransmission time out interval. 

The following sections describe three mechanisms that have been proved efficient and suitable to the ATN environment. 

3.1.2 Dynamic adaptation of the retransmission timer value

3.1.2.1 General

The dynamic adaptation of the retransmission timer value is a key function of any COTP implementation. Ideally, the value of the retransmission timer must be continuously kept.

· As close the experienced RTT as possible, however,

· Be sufficiently large so as to avoid (or limit the number of) unnecessary retransmissions, when variation of the RTT is experienced.

Clearly, the 'optimum' value of the retransmission timer is therefore related to the round-trip time experienced over the connection. Shorter round-trip times should lead to smaller values of the retransmission timer, and larger RTTs to larger values.

Hence, making a good estimation of the round-trip time is the core function for the adaptation of the retransmission timer. 

An ATN COTP implementation is expected to predict future round-trip times by sampling the round-trip time of TPDU sent over a connection and averaging those samples into a “smoothed” round-trip time estimate, SRTT. The SRTT can be thought as a prediction on the next round-trip time measurement. This RTT estimator is then used to derive a suitable value for the retransmission timer.

Different algorithms have been developed for the computation of the SRRT and of the retransmission timer values. These algorithms are discussed in the following sections.

3.1.2.2 Basic algorithm (original TCP algorithm)

The basic procedure for the dynamic adaptation of the retransmission timer is the following:

1. When a TPDU is sent over a transport connection, the sender times how long it takes for it to be acknowledged, producing a sequence, S, of round-trip time samples: s1, s2, s3, … 

Each sample can easily be determined by the sending transport entity, if it remembers the time when each packet is transmitted. When the associated acknowledgement is received, the difference between the current time and the time when the packet was transmitted gives a new measure of the experienced RTT

2. With each new sample, Si, a new average value (i.e. the SRTT) can be computed using an algorithm known as Exponential Aging. This algorithm is based on the following formulla: 

SRTTnew = (SRTTprev + (1-() Si
where ( is a constant smoothing factor between 0 and 1 that controls how rapidly the SRTT adapts to change. The recommended value of ( is 0.9. With this value, every time a new measurement is made, ninety percent of each new SRTT estimate is from the previous SRTT estimate and ten percent is from the new measurement.

3. Given this smoothed estimator, a new retransmission timer value has to be computed. Of course, the retransmission timer itself must be set to a value higher than the RTT estimate. The original proposal suggested using the following formula:

T1new = ( * SRTTnew
Where ( is a delay variance factor with a recommended value of 2, and T1new is the new value of the local retransmission timer.

Experience proved this algorithm to be inadequate, because it incorrectly assumed that the variance in RTT values would be small and constant. Van Jacobson has developed a refinement of the above algorithm that dynamically computes the variance instead of using a fixed (. 

3.1.2.3 Jacobson’s algorithm

Jacobson’s proposal has been to calculate the retransmission timer value based on both the mean and variance of the RTT rather than just calculating T1 as a constant multiple of the mean RTT. This led to propose the following new equations that are applied to each RTT measurement Si.

Err = Si – SRTTprev
SRTTnew = SRTTprev + gErr

Dnew = Dprev + h( |Err| - Dprev )

T1new = SRTTnew + 4Dnew
Where SRTT is the smoothed RTT (the estimator of the average RTT) and D is the smoothed mean deviation. Err is the difference between the measured value just obtained and the current RTT estimator. Both SRTTnew and Dnew are used to calculate the next retransmission timeout (T1new). The gain g is for the average and is set to 1/8 (0.125). The gain for the deviation is h and is set to 0.25. The larger gain for the deviation makes the retransmission timer value go up faster when the RTT changes.

Jacobson specifies a way to do all these calculations using integer arithmetic, and this is the implementation typically used. That is one reason g, h and the multiplier 4 are all powers of 2, so the operations can be done using shifts instead of multiplies and divides.

Comparing the original method with Jacobson’s, we see that the calculations of the smoothed average are similar (( is one minus the gain g) but a different gain is used. Also, Jacobson’s calculation of the retransmission timer value depends on both the smoothed RTT and the smoothed deviation, whereas the original method used a multiple of the smoothed RTT. 

This important improvement has been shown to produce dramatically improved roundtrip time estimates and is now in widespread use. Jacobson’s algorithm is especially important on a low speed link, where the natural variation of packet sizes causes a large variation in RTT.

3.1.2.4 Recommended algorithm for ATN COTP implementations

The recommended algorithm for ATN COTP implementations is derived from the Jacobson's algorithm and differs only by the addition of the remote Acknowledgement timer (Ar) in the formula used for the computation of the retransmission timer value.

With this difference, the recommended formula becomes:

T1new = SRTTnew + 4Dnew+ Ar

This difference is in response to the unique requirements of the aeronautical environment which may require long acknowledgement times.

3.1.3 The back-off mechanism

The retransmission timeout is used to determine when a packet has been dropped in the network. When this timeout has expired without the arrival of an ACK, the segment is retransmitted. 

The retransmission timeout may however also expire when there is a sudden increase of transit delay between two COTP peers. This may happen when the network becomes congested or when the PDUs are suddenly routed along a slower path. In the case where PDUs are not lost, but just delayed, retransmissions are unnecessary, and must be avoided since they may contribute to further congestion. Hence, in the face of unacknowledged PDUs, it becomes necessary to readapt quickly the value of the retransmission timer to the potential increase in transit delay. Unfortunately, this cannot be done on the basis of the round-trip time sampling and estimation, since without an acknowledgement there is no new timing information to be fed into the retransmission timer value calculation.

A special procedure, called backoff, must be implemented to solve this problem. The backoff mechanism works as follows: whenever a timeout occurs, the COTP increases the retransmission timer value by some factor before retransmitting the unacknowledged data. Should the new, larger retransmission time expire yet again before retransmission is acknowledged, the retransmission timer is increased still further. 

The ATN SARPs prescribe the use of a binary exponential back-off: the back-off procedure is achieved by simply doubling the retransmission timer value for each consecutive attempt. 

The back-off mechanism is essential in keeping the network stable when sudden overloads cause datagram to be dropped. When the overload condition disappears, datagram loss stops and the COTPs reduce their retransmission timer value to their normal “mean RTT”-based values.

3.1.4 Karn’s algorithm

When finally, after one or several retransmissions, an acknowledgement of the packet reception is received, a transport entity wishes to update its RTT estimator. COTP is however faced to the following dilemma: the measurement of the last RTT is normally done by computing the interval of time between the packet transmission and the acknowledgement reception; however, when retransmissions occurred, COTP cannot know whether the received acknowledgement was issued on receipt of the first packet or on receipt of one of the subsequent retransmitted packets. This is called the retransmission ambiguity problem.

If COTP chooses to measure the new RTT, as the interval of time from the first transmission to the receipt of the acknowledgement, it runs the risk to inflate unnecessarily the value of the RTT estimator. Inflated RTT estimates may not be a problem if the original reason for the retransmission was network congestion, because congestion tends to increase RTT anyway. However, if the path is lossy, the RTT estimator grows and throughput unnecessarily decreases to low level.

If COTP chooses to measure the new RTT, as the interval of time from the most recent retransmission to the receipt of the acknowledgement, it runs the risk to decrease inappropriately the value of the RTT estimator. The result may be dramatic: unnecessary retransmissions occur constantly, the RTT estimator stabilises at an unreasonable low estimate, useful throughput drops sharply and network bandwidth is wasted.

Another strategy is to simply ignore round trip times for packets that have been retransmitted. In that case, the RTT estimator and the derived RTO are not updated when retransmission occurs. However this method does not work if the causes of the retransmissions is a sudden increase in network round trip time (e.g. failure of a primary path that causes datagrams to be sent over a slower secondary path). This strategy may also lead to have numerous unnecessary retransmissions, and to waste the network capacity.

Karn solved the retransmission ambiguity problem by proposing the following simple rules: 

1. When an acknowledgement arrives for a packet that has been sent more than once, ignore any round-trip measurement based on this packet (this is the third strategy described above)

2. In addition, don’t calculate a new RTO, but reuse instead the last backed-off RTO for the next transmission. Only when a packet is acknowledged without an intervening retransmission, will the RTO be recalculated from the RTT estimator. 

This algorithm is expected to be implemented by any ATN COTP implementation.

� Personal note: this deviation from the Jacobson’s algorithm is currently implemented in the Vertel’s code, but is not implemented in the Marben-Atos’s code. I selected the Vertel’s approach, considering that the standard Jabcobson’s algorithm may not work properly in the cases where very long Acknowledgement timers are used. 
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