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SUMMARY

This document presents an initial analysis of the requirements for the management of the AIDC application.

Introduction

The work on system management is progressing within the ATNP WGs.  At the present time, the committee is addressing the operational concepts for managing the network and applications of the ATN. 

As a separate work item, this paper presents the status of the requirements analysis for the AIDC application.

1.1 AIDC System Management 

Systems and network management is the process of controlling a complex data network to maximize its efficiency and productivity.   The ISO Network Management Forum has defined the scope of network management into five functional areas:  fault management, configuration management, security management, performance management, and accounting management.  The ICAO CONOPs for ATN Systems Management has adopted these scoped functional areas for the ATN Systems Management.  The requirements for AIDC systems management will be grouped into these functional areas.

1.2 Fault Management 

Faults in the ATN communication systems will be detected and notified to the SM manager.  These faults will identify abnormal behavior of the ASE and indicate the failure of the communication system.

Currently there are SARPs specifying the action of the ASE’s during user aborts.  Therefore the end user has already been notified of the abnormality in the communication system.  However, these faults still need to be reported to the SM manager and archived to formulate the metrics on performance data for the overall communications system.

The following ASE communication faults will be recorded:

· Inability of an application AE to establish communications with a peer entity

· Loss of end-to-end communication between peer application entities

· User and provider communication aborts that interfere with the ability of the AE to provide the application service

Note:  Analysis is needed to determine faults requiring real-time notification and SM intervention and faults requiring only SM reporting.  (Many communication aborts already are reported to the application user and may require only SM reporting.)

All fault notifications sent to the SM manager will be logged for performance evaluation.

The fault management allows the Network Manager to determine whether the problem is resulting from a user error, dialogue service provider faults or ASE generated faults.  Ideally the SM application will evolve to a degree that the automation of the SM manager will allow much of the fault detection and correction to happen without human intervention.

Following are the types of communication faults that could affect the AIDC ASE:

Application user faults.  These faults are initiated by the local user and include:

· entering an invalid primitive 

· receiving an invalid primitive parameter 

· primitive out of sequence 

· trying to access an invalid or unreachable system

Most of these faults already include immediate user notification and are correctable by the user.  These errors should be recorded in a log and transmitted to the SM manager ‘offline’.

Dialogue Service Provider Faults.  These faults are initiated by the dialogue service provider.  The AIDC ASE is notified generically of the fault, but is given no specific information (given there is no potential for the end user to repair the fault).  These faults do require immediate ‘online’ fault notification to the appropriate SM managers for fault detection, logging and resolution.

ASE-generated faults.  These faults are initiated by the ASE and include:

· All faults listed under ‘Exception Handling’

· Unrecoverable errors in the local ASE or the peer ASE

· State errors

· Protocol errors undetected by the Provider

(These errors may be caused by such factors as invalid PDU, timeouts, or not permitted PDUs.)

These errors require immediate ‘online’ fault notification to the appropriate SM managers for fault detection, resolution and logging.

Potential MIB Data

· Increment invalid PDU received counter for each association .

· Provide notification of service provider time out  when establishing an association thresholds have been reached.

· Provide notification of unrecoverable system error

1.3 Configuration Management

Configuration management consists of three steps:

1.  Gather the configuration information about the current environment

The static configuration of the ASE is determined by the set of functions implemented in the ASE consistent with one of the sets defined in chapter ? or the application SARPs (“subsetting rules”).  This will be fixed for a given ground system based on the operational requirements and the local choices of the ATC authority.  In addition information about the version of AIDC will be collected.

2.  Use the data to modify the configuration of AIDC

Note:  Is there a need for dynamic configuration?  Consider ASE version number and AE-title.

Very few parameters can be considered in the AIDC as variable configuration parameters.  The timers and potentially version number are the only configurable parameters in the ASE.  Timer values specified in the SARPs are the only indication of reasonable values.  These times may have to be changed in certain operational situations.

Note:  List scenarios where timers may be configured.

3. Log the configuration information and produce the appropriate reports

Configuration information such as the version of AIDC and all technical timers will be locally logged and reported to the SM manager offline.

Potential MIB Data

· Update protocol package with application version

· Increment association counter for each valid association connection.

· Increment the number of refused ground-ground connections on basis of version.

· Increment counter if peer ASE version are not compatible (therefore dialogue is not established)

· Update package with specific protocol version used for the association. (air-ground, ground-ground.

1.4 Accounting Management

General

This functional area is concerned with the collection and processing of data related to resource consumption.  There is a requirement for the archival of data so a historical record of the usage of resources can be accessed.  This data will be reported to the SM manager offline.

Potential MIB Data

· Increment count of ATN remote logins per ASE.

· Increment count of  exchanges per ground login association.

· Increment count of invocations of each application service

Note:  More analysis is needed to determine the data needed to determine recoverable expenses incurred in building and maintaining a ATN network running AIDC.

1.5 Performance Management

General

Performance management shall allow the monitoring of the end-to-end performance of the ATN system provided to the application users.  It enables evaluation of the effectiveness of the communication resources during the operational functioning.  The following steps should be followed for performance management:

· Collect data on current utilization of the AIDC ASE

· Analyze  relevant data to discern high thresholds

· Set utilization trends

· Using simulation to determine how the ATN network can be altered to maximize performance

Most performance management will occur at the transport layer and below.  However there are very definite requirements stated in the DLORT for end-to-end delay between End Systems.  This defines the requirement for performance management at the application level.

Section 4.1 in the DLORT states:

“4.1 Definition of Performance Criteria

…end to end delay is defined as the total delay, in one direction, from the indication by a sender that the message should be sent, to the time that it is available to the receiver.  It does not include any time needed for human operators to read or comprehend a message.

      Note 1.  The sender or receiver may be either a human or an application program. “

Section 4.4 on ALDS Performance Requirements for the Terminal Domain states definite requirements for the end-to-end delay in a Terminal environment.  Therefore it is a requirement to monitor the transit delay at the application level.  It is necessary to log this information at a local level and notify the SM manager of any significant deviance from established thresholds.  

Potential MIB Data

· Count number of association initiation attempts per application.

· Increment  count of  successful association connections.

·  Increment count of unsuccessful association connections.

·  Increment  counter for service provider aborts and reason.

·  Increment counter for user aborts and reason.

· Increment counter for every application  for an invalid intersection in the ACPM (state machine)

· Increment count when service-user rejects association, both permanent and transient (per application)

· Increment count when service-provider rejects association, both permanent and transient (buckets for reject reason?)

Protocol Errors

· Log application protocol errors detected.  If ACPM initiated the abort procedure increment abort counter for ACSE service-provider, other wise increment the abort counter for the ACSE service_user

·  Increment count of invalid PDU’s.

·  Increment count of unrecoverable system errors.

·  Increment count of not permitted PDU’s

·  Increment count of QOS errors.

· Increment counter if ACPM does not support a common protocol

Security Management

General 

Security management is responsible for controlling access to the system resources through the use of authentication techniques and authorization policies.  It involves protecting sensitive information by limiting access to hosts, network devices and systems.  Security management should not be confused with application security, operating system security or physical security.  It is achieved through a specific configuration of network hosts and devices to control access points within the ATN network.  

Note:  Analysis is needed to determine the information pertaining to the violation of access points for AIDC.  

Potential MIB Data

· Count number of invalid remote login attempts

· Increment counter for invalid certificates.

� Do we need a reason associated with each count?


� Should this trigger a fault notification?


� Is this an application issue?





