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Preface

This draft represents work in progress within the ICAO ATNP Working Groups and should not be taken as stable.  It should be noted that the whole area of MIB standardisation is under review, and the guidance in this draft may change fundamentally when the Concept of Operations for ATN systems management stabilises.

This draft is based on the following assumptions:

a) that System Management (including in scope both Network Management, Applications and higher level functions) will be essential for world-wide ATN operation.

b) that cross-domain management will be required, and therefore Provisions are required to ensure interworking between management domains.  Within domains, system management is a local issue.

c) that system management data traffic will flow over the air-ground data link, if not in the short term then at some time in the future.  The management protocol must therefore not preclude such traffic.

d) that a flexible, extensible System Management infrastructure is needed, as it is not possible to predict all future System and Network Management scenarios.

e) that a Concept of Operations for ATN Systems Management will be defined, and this will specify the operational requirements more closely.

This Working Draft contains the draft technical Guidance Material corresponding to Sub-Volume 6 of the ATN Technical Provisions.  As this document reaches maturity, it will be forwarded for inclusion in the Comprehensive ATN Manual (CAMAL).  Note that the Guidance Material included here is technical material which relates directly to the technical provisions - it does not include the Operational Requirements nor the Concept of Operations, which are assumed to be defined elsewhere.

This is an incomplete draft.  Editor’s notes are included as Hidden Text.
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ATN SYSTEMS MANAGEMENT GUIDANCE MATERIAL

1. INTRODUCTION

Note.— Chapter 1 contains introductory material and an overview of the Guidance Material structure. 

1.1 Scope and Objectives

The ATN Systems Management (SM) Guidance Material presented here is intended to assist States in their technical planning for ATN Systems Management deployment, as well as aiding implementers to understand the rationale behind the technical provisions.  

There are no requirements or recommendations (“shall”s or “should”s) in this Guidance Material.

A MIB structure is proposed which will provide a capability for domain management in order to monitor and maintain the Quality of Service (QoS) offered by the ATN infrastructure to its hosted applications.  Implementation of the detailed MIB exactly as presented is not mandated.

1.2 Structure of ATN Systems Management Guidance

There are several distinct aspects to the ATN systems management guidance presented here.  This material is structured as follows:

a) Introduction (1) describes the purpose and structure of the ATN Systems Management guidance material and specifies conventions, which are used in the rest of the management information material.

b) ATN Systems Management Requirements (2) derives general requirements for all ATN systems for the general Systems Management function areas of Fault, Performance, Accounting, Security and Configuration Management.  It also describes requirements for SM tools and considers the particular case of air-ground application management.  These requirements apply to local management domains as well as to inter-domain management.

c) Management Information Guidance (3) contains general material related to the method used to define management information in terms of MOs, MO Classes, and MIB structure (inheritance and containment hierarchies).

d) Managed Objects for ATN Applications (4) gives guidance on MOs for ground-ground and air-ground ATN Applications, including MOs for ATN systems management applications (CMIP) and MOs for ATN upper layers (Session, Presentation, ACSE, ATN-App-AE).

e) Managed Objects for ATN ICS (5) gives guidance on the set of MOs required for management of the ATN Internet Communications Service in order to ensure that the required QoS metrics can be observed.

f) The Cross-Domain Management Information Base (XMIB) (6) provides scenarios illustrating the use of inter-domain ATN systems management, based on the XMIB structure specified in Sub-Volume 6.

g) ATN Systems Management Communications Architecture (7) explains some of the choices that have been made in selecting the two ATN systems management communication profiles, and gives technical guidance to planners and implementers.  It includes a description of scenarios for accommodating and interworking with various other systems management approaches that may be adopted internally within management domains.  

1.3 Systems Management Functionality

ATN systems management is based on the ISO/IEC and ITU-T international standards for OSI management.

Editor’s note.— This section will provide an overview of ATN systems management functionality, i.e. the management framework and what can be exchanged between Manager and Agent Processes.  Such an overview currently resides in the draft Guidance Material for Core/SV1 Systems Management - WG1-10 WP 16.

The OSI Systems Management framework has been chosen to standardise the ATN SM application.  The OSI SMA based on the OSI Basic Reference Model is conceptualised by an application entity relying on the connection-oriented communication service offered by the OSI presentation service provider.  The System Management Application Entity (SMAE) is the component of the SM Application carrying out the communication activities between remote SM entities.  

The SMAE comprises three ISO-specified ASEs: the ACSE for the establishment and the control of the application-associations, the CMISE providing the basic SM operations for handling remotely managed objects and the ROSE supporting the concept of remote operations.  Other ASEs may be included to support the protocols related to specific SM Functions. 

1.4 Symbols, abbreviations and terms

In the MO tables presented in this guidance material, the "ISO Status" column indicates the conformance requirement as specified in the ISO/IEC base standard that defines the MO.  A hierarchy exists, so that the conformance requirements of a dependent feature only apply if the "parent" feature is supported (e.g. if an MO class is not supported, then none of the attributes will be supported, even if classified as "M").  Possible values for ISO Status are:

M - Mandatory to implement

O - Optional to implement

C - Dependent upon some Condition explained in a footnote to the table

A - Feature is ATN-specific, i.e. not present in base standard.

The "ATN Status" column indicates the conformance requirement as specified in the ATN Provisions.  Notes may be used to expand on the support requirement, e.g. to differentiate between different types of ATN system.  Possible values for ATN Status are:

M - Mandatory to implement (equivalent to a "shall" statement)

R - Recommended to implement (equivalent to a "should" statement)

O - Optional to implement (i.e. an implementation is free to implement the feature or not)

X - Prohibited to implement.

ATN SYSTEMS MANAGEMENT REQUIREMENTS

This chapter derives general requirements for all ATN systems for the general Systems Management function areas of Fault, Performance, Accounting, Security and Configuration Management.  It also describes requirements for SM tools and considers the particular case of air-ground application management.  These requirements apply to local management domains as well as to inter-domain management.

1.5 Fault Management Requirements

Editor’s Note.— The content of this section is mostly imported from the working paper “Fault Management Requirements Analysis” V1.1 by T.  Whyman (ATNP/WG1/JSG-SM/WP11-09, WG2/WP497)

This section is concerned with identifying the typical faults that might occur in an internet, how the source of the fault is diagnosed, and thereby deriving the requirements for Managed Objects, Implementations and tools in support of Fault Management for the ATN Internet.

1.5.1 Summary of Fault Management Requirements

1.5.1.1 Approach to the Analysis

In order to determine the requirements for Systems Management Managed Objects and Tools, it is first necessary to understand what a Network Manager needs to do to recognise, diagnose and repair faults.  Key to this is an understanding of the recognition process by which a Network Manager learns about the existence of a fault – real or potential.  The diagnosis and repair can then follow a logical exposition based upon experience and known techniques.  It is thus an understanding of the “triggers” – the events – that cause a Network Manager to enter the fault diagnosis and repair procedure that is the subject of the first part of this section.

A “Black Box” approach is taken for this part of the analysis.  That is, ATN components, such as Routers and Subnetworks are viewed as “Black Boxes” and only externally visible faults are considered – that is faults which result in a failure to meet the component’s service requirement.  The simple rationale for this, is that only when a fault is externally visible can it be a problem; a fault that is not externally visible may the harbinger of an externally visible fault, and properly the subject of a background preventative maintenance process.  However, it is the analysis of the externally visible faults that determines the “triggers” for Network Manager action, and by tracing such faults back to the underlying reasons, it is also possible to determine the proper preventative maintenance procedures.  This section also includes the identification of possible preventative maintenance procedures and identifies “derived triggers” that can result from such procedures.

Earlier work has concentrated on identification of the detailed internal faults.  This has been used in order to validate the identification of the externally visible faults by relating each such detailed case to the externally visible faults.  It also provides the basis for a determination of the underlying fault conditions that should be monitored for fault prevention.

The ATN components considered are:

a) Subnetworks

b) Routers

c) The end-to-end Transport Service.

Both subnetworks and Routers are tangible components and are the components of the ATN Internet.  However, the end-to-end Transport Service is more abstract in nature.  On the other hand, it represents the user view of the ATN Internet and it is, essentially, the ATN seen as a whole system.  Faults, when they are externally visible to an end user, are clearly very significant and the above is really saying that the Network Manager will react when there are visible faults in the main internet components (Subnetworks and Routers) and when a fault is visible to an end user.

The service that a subnetwork provides to its user is simple to define.  It is the transport, across that subnetwork, of some unit of user data (i.e.  a message or a packet) to another subnetwork service user, in line with the declared Quality of Service (including transit delay, undetected error probability and availability).  This may be performed in the context of a virtual circuit (connection mode) or as discrete datagrams (connectionless).  The externally visible failure modes are the possible deviations from this service.

Similarly, an ATN Router provides a simple packet forwarding service, with a declared probability of forwarding a packet along the optimal path to its destination whilst maintaining data integrity.  The failure modes of an ATN Router are thus very simple and limited and, not only that, the ATN Internet is actually very tolerant of such faults, as an inappropriate forwarding decision by one router is often repaired by a router further down the path.

The end-to-end transport service also provides an end-to-end service with a similarly limited list of fault conditions.  The connection mode transport service provides reliable sequenced data transfer in line with the declared Quality of Service, and the connectionless transport service provides a simpler datagram service with a limited, but good, probability of delivery, again defined by a declared Quality of Service
.  The connection mode transport service should be able to mask most ATN Router and Subnetwork faults from the end user.  Only when they are so severe that the Quality of Service cannot be maintained are they visible to the end user.

Also, implicit in the ATN design is that in order to maintain the operational service to a high level of availability, it is important that there exist:

· Alternative data links to replace failed data links

· Alternative ATN Routers to replace failed ATN Routers.

This is about procurement of data links and physical deployment.  Capacity planning and network design models will need to be developed to determine the data links and routers needed to meet demand, and the excess capacity and redundancy in the network needed to meet the availability target, given the Mean Time Between Failures and the Mean Time To Repair of the data links and routers.

There is thus a dependency on Performance Management for the assurance of long term network service availability.  

1.5.1.2 Application Errors

It should be noted that the ATN Applications are not themselves considered in this analysis except when they are required to report ATN Internet Failure Modes.  The principle is followed that an ATN Application will report application errors to its service users rather than to a Network Manager on the assumption that it is the Application User that is responsible for application level fault recovery and not the Network Manager.  The Network Manager is responsible for ATN Internet Fault Management only.

1.5.1.3 Certification 

A certification issue should also be noted as resulting from this analysis.  The ATN Internet is a fault tolerant environment and fault conditions in Routers and Subnetworks can be tolerated without affecting the end user service.  It thus follows that confidence in their correct operation does not have to be excessive.  The end user Quality of Service can be maintained to high levels even with a relatively low confidence in the proper operation of ATN Routers and Subnetworks as long as there is sufficient redundancy of components and that common mode failure conditions are avoided.  As Routers operate autonomously and no two Routers can be expected to have identical Routing Information and State History, common mode errors are unlikely to affect well tested Routers.  With Subnetworks, physical level analysis will be needed to avoid sharing of physical resources (e.g.  cables) between otherwise independent services.

On the other hand, there is a strong dependency on the correct operation of the end-to-end transport protocol for this happy situation to be maintained.  Maintenance of the end-to-end Quality of Service (i.e.  the avoidance of faults in the end-to-end service) is dependent on a well tested, well designed and high quality implementation of the transport protocol.  

1.5.1.4 Identification of Fault Management Requirements

From an analysis of the possible “Black Box” failure modes, the triggers can be identified.  This section identifies these trigger events and goes on to discuss the procedures that a Network Manager will follow in order to identify the actual source of the fault.  Often this will be in a different system to that reporting the fault.  For example, most packet forwarding errors that are not correctable by another router will result in the eventual discard of the packet once it exceeds its lifetime count.  The router that performs the discard may be many hops away from the one that mis-routed the packet.  Only by tracing back along the route and looking for common path segments between many such discards can a Network Manager determine the router that is causing the problem.  This analysis thus concludes (unsurprisingly) that the CLNP ECHO PDU is a primary tool in fault determination.

The diagnosis procedure may often require co-operation between the Network Managers of multiple domains.  This has already been discussed in [6] and is not considered in detail here.

Once candidates for the source of the fault have been identified, there will need to be inspection of operational information (e.g.  Routing and Forwarding Information) and statistics (e.g.  data transfer counts) in order to provide diagnostic determination of the source of the fault.  Fault repair may require short-term isolation of the failed component.  In the case of a router software fault, reboot provides a short-term repair, with post-mortem analysis of the router state being required for correction of the “bug”.  Other failure modes may require the intervention of an engineer.  The need to isolate components before and during repair places a strong emphasis on the need for redundancy of such components if the end-to-end service is to be maintained during such outages.

This section concludes by identifying the Fault Management requirements for Managed Objects and Network Management tools, as derived from this analysis.  From this can be derived the formal identification of the Managed Objects, referring to the current working document on Managed Object Requirements [7].

1.5.2 Failure Mode Analysis

From the point of view of fault analysis, the ATN is seen as comprising three main components: 

· Subnetworks.

· ATN Routers

· The ATN Internet (providing the end-to-end transport service)

Each of these has failure modes, which are considered in turn.  

1.5.2.1 Subnetworks

An ATN Subnetwork may provide either a virtual circuit type service or a connectionless service.  In the context of the provided service, it is required to transport data units (packets) from one subnetwork service user (the source) to another unambiguously identified subnetwork service user (the destination), whilst meeting the required Quality of Service.  The path between any two subnetwork service users is regarded as a “data link”.  The failure modes of such data links can be readily identified as:

1. Total loss of the Communications Path (including complete subnetwork failure)

2. Partial loss of the Communications Path (loss of some packets but not all)

3. Corruption of packets, while in transit

4. Mis-delivery of packets

5. Packet re-ordering

6. Failure to establish a connection 

7. In addition, the ATN includes mobile subnetworks and these introduce the additional failure mode of failure to join a subnetwork.  

Note that not all network types will exhibit all possible failure modes.

1.5.2.1.1 Failure Mode #1: Total loss of the Communications Path

Loss of communications will, and indeed must, be detected by the Subnetwork Service User i.e.  the attached End System or Router.  In either case, this will be reported to the routing function, and immediate recovery should be by replacing the failed data link with an alternative path - if one exists.  This may involve an exchange of routing information.  

For repair of the failed data link, a Network Manager must be notified of the failure and a repair performed by the service provider.  The notification of unexpected subnetwork connection loss by an End System or Router is thus a trigger event on which a Network Manager will start a fault diagnosis and repair process.

If the fault is transient, then recovery of the lost data link may be automatic or require manual intervention depending upon the local policies of the Network Manager.  A permanent fault will only be cleared on repair.

1.5.2.1.2 Failure Mode #2: Partial Loss of Communications

Partial loss of communications cannot, in general, be detected by the ATN Routers; it is only detected by the end-to-end transport protocol recognising packet loss.  On a data link, such as frame relay, packet delivery is not guaranteed (only a minimum bit rate is actually guaranteed) and hence loss of some packets cannot be regarded as an error.  However, there does need to be some comparison of the send and received data rates at each end of (e.g.) a Frame Relay data link to ensure both contractual compliance by the service provider, and to possibly predict future loss of service.  The error rate counts may also prove useful.

With a reliable network service, such as X.25, packet loss should be detected and recovered from by the subnetwork itself.  However, if such losses were undetected, the situation is as above.  Again, it will be important to compare sent and received packet counts to check for undetected packet loss by the X.25 Service Provider.

However, it should be noted that a given subnetwork connection may be between two Management Domains.  In this case, there will also need to be co-operation between Network Managers in order to share such data.

In conclusion, this failure mode does not itself provide any externally visible events.  It is rather some sort of “stealth” error condition that can only be detected by a diagnostic procedure that compares send and receive packet counts at either end of a subnetwork connection.  

1.5.2.1.3 Failure Mode #3: Corruption of Packets

All ATN subnetworks are expected to provide CRCs to detect corrupt packets.  However, it is possible for some error patterns to remain undetected by the CRC.  Also, the CRC is sometimes regenerated in the subnetwork and this process can also introduce undetected errors.  

If such an error occurs within the CLNP header, then this should be detected by the CLNP Header checksum (although this depends upon the originating End System generating a non-zero checksum in the first place, which is itself optional).  A failure to validate the CLNP header checksum will cause the packet to be discarded.  If the checksum is not available, then a CLNP packet with an error in the header may continue to be routed.  It is probable that the packet will then be mis-routed, as a result, and eventually discarded.  From this it may be concluded that the CLNP checksum feature is very desirable as it will detect such an error at source and hence save time in fault diagnosis.

If such an error occurs in the user data, then this should be detected by the transport header checksum on delivery at the destination End System.  

Over air/ground datalinks using Deflate based compression, such a fault may also be detected by the additional packet level checksum used for compressed PDUs.

If this fault is transient, then end-to-end retransmission should be sufficient to recover from the fault, albeit with a consequential increase in transit delay.  If the fault is permanent, then this could result in a “routing black hole” until routing information exchanges are also lost, resulting in the data link being declared as failed and an alternative path chosen.

In this case, the trigger events for Network Manager investigation are:

a) CLNP packet discard reports, 

b) SNDCF Deflate checksum error reports

c) Transport level checksum error reports

d) Excessive TPDU retransmissions.

It should be noted that transport checksum errors cannot be assigned to individual transport connections and hence retransmission counts (which can be available on a per transport connection basis) will be needed to help determine which transport connections are affected.

1.5.2.1.4 Failure Mode #4: Mis-delivery of packets

It is possible for a subnetwork to deliver a packet to the wrong destination.  This failure mode can be difficult to distinguish from router mis-routing (see 2.1.2.2.3) but should always be considered when there is no error in the Routing Information Base (RIB).  Comparison of the sent and received data counts on the subnetwork connections may indicate the actual problem.

This is another example of a “stealth” error condition that can only be detected by a diagnostic procedure that compares send and receive packet counts at either end of a subnetwork connection.  

1.5.2.1.5 Failure Mode #5: Packet re-ordering

A subnetwork may deliver packets in a different order to that in which they were sent.  In some network types, this is a feature and not an error.  In the ATN, it is the responsibility of the end-to-end transport protocol to detect out of order packets and to re-order them into their correct sequence.  Hence, this should not result in a user visible fault.

However, if the network is X.25 or similar and performs segmentation on CLNP packets, then a mis-ordering could corrupt the re-assembled packet.  The result will then be the same as packet corruption, as discussed in 2.1.2.1.3.

1.5.2.1.6 Failure Mode #6: Failure to establish a Subnetwork Connection 

A failure to establish a connection may be caused by a non-fault condition e.g.  the destination system has been powered down, or a mobile system is out of range.  However, it may be due to an internal problem in the subnetwork which needs to be reported and repaired, or to a configuration problem that needs to be rectified.

1.5.2.1.7 Failure Mode #7: Failure to Join a Mobile Subnetwork

The procedures for joining a mobile subnetwork are subnetwork specific and the failure will typically be the result of a configuration failure, failure in subnetwork equipment or erroneous protocol operation.  A local log of the event for later analysis will usually be sufficient.  However, an unusually high number of such events during a given reporting period may indicate a problem in a Ground Station that needs to be investigated and this should be reported to a Network Manager.

1.5.2.2 The ATN Router

The function of an ATN Router is, in principle, very simple: it is to forward CLNP packets received from an adjacent Router or End System to another adjacent Router or End System, such that that packet reaches its destination in the shortest possible time.  With such a simple function, there are only six possible failure modes:

1. The router fails to forward the packet;

2. The packet is forwarded but with loss of data integrity;

3. The packet is forwarded but to a different router or End System than that which would have met the criteria for the packet reaching its destination in the shortest possible time;

4. The router suffers a complete system failure;

5. Partial System Failure;

6. Improper use of a subnetwork;

7. The ATN also supports roaming across mobile subnetworks and this introduces the failure mode of failure to complete the Mobile Route Initiation Procedures.

1.5.2.2.1 Failure Mode #8: Failure to Forward

This failure mode may be defined as the silent discard of a packet which a correctly functioning router should have forwarded.

The consequence of this failure is that the packet will naturally fail to get to its intended destination.  This may be a transient or permanent failure mode and the packet may have been sent under the connection mode or connectionless transport service.

Under the connection mode transport protocol, the failure of a packet to reach its destination is detected by the non-receipt of an acknowledgement in the expected period.  The transport layer is then required to re-send the packet.  If the failure was transient, then the retransmission will succeed and the only detectable result of this is that the transit time for the packet will be longer than expected.  If the failure is permanent then, even after the permitted number of retries, the packet will not be delivered and the transport connection will be declared as disconnected and reported as such to the application end user.

Under the connectionless transport protocol, the failure of a packet to reach its destination is not reported to the end user, regardless of whether it is a transient or permanent failure.  If the application’s delivery requirement is “at most once”, then this is satisfactory as the requirement is being met.  If the delivery requirement is “at least once” then the application will itself need to detect this event and recover from failure to deliver by retransmission on no response (a typical feature of connectionless application protocols that have this delivery semantic).  As with the connection mode transport protocol, recovery is made by retransmission.  For transient failures this will be detectable as a longer than normal time to complete the transaction.  For permanent failures this will result in a failure to perform the required transaction.

Transport and (for connectionless communications) application level notifications of an unacceptable degradation in the measured Quality of Service (e.g.  by round trip delay computation) or complete loss of the transport connection are the possible trigger events.  

1.5.2.2.2 Failure Mode #9: Loss of Data Integrity

In the ATN, both connection mode and connectionless transport protocols are required to support the checksum parameter.  This is used to detect end-to-end loss of data integrity.  Thus, if a Router fails to preserve the integrity of the packets passing through it, this will be detected by the receiving transport layer protocol, and the packet discarded.

The consequence of loss of data integrity is thus discard of the affected packet by the transport provider.  In the connection mode case, this should be recoverable by retransmission.  In the connectionless case, the impact on the application will be identical to the preceding failure mode.

A certain level of such corrupt packets should be tolerated.  However, if the number of such discards exceeds some defined threshold then this is indicative of a more serious problem (e.g.  a failing subnetwork or router) and needs to be reported to a Network Manager.  The trigger event is thus transport provider (connection mode or connectionless) discard of a TPDU for checksum failures exceeding some reporting threshold during a given reporting period.

1.5.2.2.3 Failure Mode #10: Mis-routing

This failure mode may be defined as an incorrect or non-optimal routing decision.

As a result, a mis-routed packet may either reach its intended destination via a longer path than it should have done, or will be discarded because:

a) the path it takes is longer than its permitted “lifetime” (e.g.  the packet is in a routing loop), or 

b) because it is passed to a router that does not know how to route it.  

Thus the immediate consequence of this failure mode is that either the affected packet will be delivered to its destination with a longer than expected transit delay, or that it will fail to be delivered.

In the latter case, the consequence is thus identical to failure mode #8.  In the former case, this is only an issue if the transit delay is longer than required by operational requirements.  

CLNP Packet discard is the main indication of this problem and should be identified as the trigger event.  However, transport (and for connectionless communications application level) notifications of an unacceptable degradation in the measured Quality of Service (e.g.  by round trip delay computation), or of a complete loss of the transport connection, are useful indicators as to the severity of the problem and can thus also be considered as trigger events.  Indeed, as the packet discard report may be in a different Network Management Domain from the failing router and the affected end users, these may be critical trigger events from the point of view of initiating the fault diagnosis and repair procedures.

1.5.2.2.4 Failure Mode #11: Total System Failure

Total System Failure will result in a failure to forward any packets currently in transit through the router.  The consequence of this is as discussed above in 2.1.2.2.1, and requires end-to-end recovery.  

The impact of such a failure should be transient as it is the responsibility of neighbour routers to identify the failure of an adjacent router, to adjust their own routing tables as a result, and to report any consequential changes to other adjacent routers.  These routers should notify the Network Manager that an adjacent router has failed, and this is the trigger event on which fault diagnosis and repair procedures will be initiated.

1.5.2.2.5 Failure Mode #12: Partial Systems Failure

A partial system failure should appear as one of the other externally visible failure modes (and if it does not then the failure does not affect the operational status of the system).  However, certain system specific events (e.g.  CPU overload, memory starvation) can be predictors of future problems and should be notified to a network manager.  As these events are  system specific, they are considered as out of scope of this analysis.

1.5.2.2.6 Failure Mode #13: Improper use of a subnetwork

This failure mode includes failure to establish required subnetwork connections in a timely manner, connections established using incorrect parameters, and incorrect use of subnetwork specific procedures and protocol.

In the latter two cases, the problem may be detected by the remote System.  This will either be from an error report generated by the subnetwork (including a subnetwork connection call clearing reason), or by validation of call or packet parameters.  However, not all such errors will be detectable (e.g.  an incorrect throughput requirement).

Failures to establish a required subnetwork connection or path, or use of incorrect (but in range) parameters can result in there being a less than planned capacity in the network and, in extreme cases, loss of the end-to-end communications path.  Alternatively, they could result in over-capacity or in use of a more expensive path, and hence increased network cost.  Lower than planned capacity will be visible to the end user as increased transit delay or loss of communications.

The Trigger events for this failure mode are thus:

a) End System reports of unacceptable degradation in end-to-end transit delay or in unexpected transport connection loss, or

b) ATN Router or End System reports of unexpected subnetwork connection loss or subnetwork connection parameter problems.

1.5.2.2.7 Failure Mode #14: Failure to Complete Mobile Route Initiation Procedures

Failure to complete the Mobile Route Initiation Procedures will typically be due to a configuration error or a protocol error.  A local log of the event for later analysis will usually be sufficient.  However, an unusually high number of such events during a given reporting period may indicate a problem in an Air/Ground Router that needs to be investigated and this should be reported to a Network Manager.

1.5.2.3 The End-to-End ATN Internet Service

The ATN Internet service, as provided to a user of the ATN Internet, is defined to be the OSI Transport Service, either connection mode or connectionless.  The connection mode service provides for reliable stream mode communications, within the limits defined by a given Quality of Service, and with the semantic that each message sent over a transport connection will not be delivered until all messages sent before that message have been delivered.  In an ATN Context, the transport service must also report a failure to maintain the expected Quality of Service, as application specific fallback procedures may need to be invoked in such cases.

The connectionless service is a simple datagram service with each message sent having a delivery probability of less than one and with no sequencing guarantees.

The connection mode failure modes are:

1. Failure to establish a Transport Connection;

2. Mis-sequencing, Corruption, loss and/or mis-delivery of user messages;

3. Failure to report an unacceptable Quality of Service degradation including transport connection loss, and

4. Uncommanded loss of a Transport Connection.

The only failure mode of the connectionless transport service that can properly be called a failure mode is delivery of a message containing unreported errors (as in item 3 above).  Failure to deliver a particular message cannot be regarded as an error as the service does not guarantee delivery.  Failure to deliver less than a certain percentage of messages would be considered as a error.

1.5.2.3.1 Failure mode #15: Failure to establish a Transport Connection

The most likely reason for this failure mode is the lack of a network communications path, or the remote End System not being in an operational state.  However, it can also result from incorrect operation of either the initiating or responding transport provider, or the lower layer functions in either End System.

As the problem may be due to a network error affecting the end user, as discussed in 2.1.2.2.1, this event should be reported to a Network Manager and is a trigger for fault diagnosis and repair.

1.5.2.3.2 Failure Mode #16: Mis-sequencing, Corruption, loss and/or mis-delivery of User Messages

This failure mode is due to incorrect operation of the transport layer software.  It can be due to incorrect assignment of TPDU sequence numbers, in packet re-ordering errors by the receiving transport entity, or in failure to detect and handle network errors.  

In the ATN, Applications require a high availability, reliable transport service.  As this failure mode demonstrates, this can only be provided if the transport layer software can be relied upon and hence, high quality design and implementation of the transport layer software and extensive testing are both required and assumed by this analysis.

As this is not an internet error but a software error in the End System, it is not useful to report such a problem to a Network Manager.  However, such problems should be logged locally, if detected by an application, as well as reported to the End User if there are implications for the correct operation of the application.

1.5.2.3.3 Failure Mode #17: Failure to Report an Unacceptable Quality of Service Degradation

This failure mode will result from errors in the measurement of round trip delay by the sending transport protocol, or is due to a failure to detect/report non-receipt of an expected AK TPDU.  The former case could also result in spurious reports of QoS degradation, when the transport service is in fact behaving within normal operating parameters.  Such a failure mode can only be detected by the application maintaining its own checks on round trip delay and “liveness” of the transport connection (refer to 2.2).

Again, this is not an internet error but a software error in the End System, and it is not useful to report such a problem to a Network Manager.  However, such problems should be logged locally, if detected by an application, as well as reported to the End User if there are implications for the correct operation of the application.

1.5.2.3.4 Failure Mode #18: Uncommanded Loss of a Transport Connection

A transport connection may be lost because of network errors, the failure of the remote End System, or because of internal protocol errors within the transport provider.  This will be reported to the user who will need to take alternative action.  

As the problem may be due to a network error affecting the end user, as discussed in 2.1.2.2.1, this event should be reported to a Network Manager and is a trigger for fault diagnosis and repair.

1.5.2.3.5 Summary

Transport failure modes can be due to underlying network problems or failures within the implementation of the transport provider.  If the problem is unreported to the transport service user, detection requires duplication of transport protocol functionality within the application.

There is thus a fundamental difference between transport layer failures and failures in lower layers.  Lower Layer failure modes, if visible to the end user, are detected and often recovered from by the independent operation of the end-to-end transport protocol.  However, failures within the transport protocol are neither detected nor recovered from unless detected by the user application detecting an inconsistency the in data transferred over the transport connection (e.g.  an out of sequence message sequence number).

Whilst some applications may justify duplicate transport functionality, in general, the emphasis for fault management in the transport layer should be placed on fault prevention by high quality implementation and testing of the transport protocol.  On the other hand, a much higher number of errors can be tolerated in the implementation of lower layer functions, because reliance can be placed on the transport protocol to detect and often recover from the fault.

1.5.3 Fault Management Procedures

This analysis has identified the following trigger events for Network Manager action:

1. Notification of Transport Connection Loss

2. Reports of Unacceptable degradation of the measured end-to-end Quality of Service (i.e.  excessive transit delay).

3. CLNP packet discard reports, 

4. Unexpected Subnetwork Connection Loss

5. CLNP Header Checksum Error Reports

6. Failure to Establish a Subnetwork Connection

7. SNDCF Deflate checksum error reports

8. Transport level checksum error reports.

9. Notification of adjacent Router failure.

10. Notification of failure to establish a transport connection.

11. Notification by an Application of errors in the provision of the Transport Service.

12. Failure to Join a Mobile Subnetwork

13. Failure to Complete Mobile Route Initiation Procedures

14. Subnetwork Connection Parameter Problem

The responses to the trigger events are considered in more detail below.

1.5.3.1 Response to Triggers

1.5.3.1.1 Trigger #1: Notification of Transport Connection Loss

A transport connection failure may imply a lower layer problem and thus needs to be reported to a Network Manager as well as the end user.  However, it should be noted that there is probably no requirement to report transport connection failure on the airborne side as long as the ground side is responsible for reporting and responding to such an event.

A Network Manager will not necessarily respond to every report of a lost transport connection.  In many cases these will be due to transient problems (e.g.  an aircraft going out of range of a VHF transmitter).  However, when the rate of such events exceeds some specified limit, the cause of such events will need to be investigated in order to determine any common mode problem.

To investigate this, the Network Manager will need to trace out the route (or at least common parts of the affected routes) in order to try and identify the point of failure.  The CLNP ECHO PDU may be used for this purpose.

The Network Manager will identify a suitable starting point in the network and from this point, initiate an Echo Request, with route tracing enabled, and with the Error Report flag set.  The destination of the ECHO will be the identified end of the problematic communications path.  A series of such ECHO PDUs will be sent over some period.  The Security Options and priority should reflect that of the data for which problems have been found.

The Network Manager will then await the responses:

a) All being well, an ECHO Response will be received containing the ECHO request as received at the point of echo; this will include the route trace information.  

b) If a problem is encountered along the way, then an Error PDU should be returned containing the ECHO request and route trace information at the point at which the problem was encountered.

c) In the worse case, no response will be received, and the Network Manager will need to probe the route with “Echoes” directed to different systems along the expected route until the “black hole” is found.

If no problems are reported for any of the Echoes, then the problem was transient and has gone away, or the problem exists in a different part of the network and the above needs to be repeated for alternative network paths.

If a problem is reported then the problem router or data link will be the next “hop” in the path from which the problem was reported, and this will need to be investigated further.  It is quite possible that this will be in a different Network Management Domain to the originator of the Echo Request and that liaison between the responsible Network Managers will be required to repair the fault.

Analysis of faulty routers and subnetworks is dealt with below in 2.1.3.2.

1.5.3.1.2 Trigger #2: Notification of end-to-end Quality of Service Degradation

A transport layer using a connectionless network service can only realistically measure TPDU checksum failures across all transport connections, and round trip delay (which can be assumed to be the sum of the transit delay in each direction).  As TPDU checksum failures result in retransmissions and hence increased transit delay, a notification of end-to-end Quality of Service Degradation equates to a notification of an unacceptable end-to-end transit delay.

As with a complete loss of a transport connection, a notification of an unacceptable end-to-end transit delay may imply a serious problem in the Internet and thus needs to be reported and investigated.  The investigation will be as above - connection loss is really just an extreme case of QoS degradation.  Similarly, there is no requirement to report the problem over an air/ground data link.

1.5.3.1.3 Trigger #3: CLNP Packet Discard due to Lifetime Expiry or a Routing Problem

Packet discard events for packet lifetime expiry or a routing problem, are indicative of a network problem, either transient or permanent.  They are reported by the Router that identifies the problem, but which is unlikely to be the source of the problem.  As with transport connection loss events, a single discard event is unlikely to warrant investigation.  However, a high rate of such reports, especially if concentrated in a single part of the Internet, will require investigation.

It should also be noted that some routers will experience a high number of certain types of discard.  For example, a “Backbone Router” will regularly discard unroutable packets to aircraft that are currently “out of contact”.  It follows that notification thresholds will differ by discard reason.  Alternatively, such an issue could be avoided if such unroutable packets were always directed to a specially designed “sink” router, whose only role was to discard such packets.

Packet discard events may also be reported over the air/ground data link to the Network Manager for the Air/Ground Service provider.  This is necessary in order to report mis-routing over the air/ground data link and to avoid extended periods of denial of service to affected aircraft.  However, such a requirement could be avoided if uplinked packets were always sent with “Error Report requested” in event of discard, and such error reports, on their return, were reported to an appropriate Network Manager.

The first step in the analysis of the problem, will be inspection of the pattern of packet discards and the reason for discard.  In itself, this may be sufficient to identify a likely source of the problem.  Alternatively, an area of the Internet (comprising a number of Routers and Data Links) may be suspected, and probed.  As above, CLNP ECHO PDUs are the most effective mechanism for probing the suspected Routers and Data Links and a number of such probes will need to be made over various communications paths in the area.  This should identify the source of the problem, with further analysis of the failed router and corrective action discussed in 2.1.3.2 below.

1.5.3.1.4 Trigger #4: Unexpected Subnetwork Connection Loss

Data link loss should be reported by the affected Routers.  In most cases, the repair procedure will be network specific and will require action by the service provider, as discussed in 2.1.3.2.1.  However, the reason may be due to an incorrect use of the subnetwork by either the reporting system, or its remote peer.  To determine if this is the case will require analysis of logs at each end and, in particular, the parameters used to establish the subnetwork connection.

As the report is provided by both ends of a failed data link, there is no need to report this problem over an air/ground data link, as the ground side should always be able to log or report the problem to a Network Manager.

1.5.3.1.5 Trigger #5: CLNP Checksum Failure

CLNP Checksum Failure is detected and reported by a Router when it discards the affected packet, and is indicative of a problem on the data link or the router from which the packet was received.  A single such event can probably be ignored.  However, once the rate goes above a given threshold or if several routers in the same area start reporting similar problems, then investigation will be necessary.  

This event will need to be reported over air/ground data links as problems in the Ground Station part of the data link may otherwise go unreported and un-repaired.  Unless, as discussed in 2.1.3.1.3 above, error reports are enabled for uplinked packets.

Both the connecting data link(s) and the other router will need to be investigated.  Inspection of data link statistics may be diagnostic, as discussed in 2.1.3.2.1.  However, probing the router and data link with CLNP ECHO PDUs, as discussed below in 2.1.3.1.8 may also be necessary, in order to determine which is at fault.  

1.5.3.1.6 Trigger #6: Failure to Establish a Subnetwork Connection 

For ground subnetworks, a failure to establish a subnetwork connection may indicate a problem in the subnetwork or the configuration of the call initiator or responder.  If the reason for the failure is network user generated then, in most cases, the call initiator’s and call responder’s configuration should be suspected and analysed to ensure that they are compatible.  If a configuration error is found then repair may be effected by updating the configuration.  Otherwise, the problem is likely to be in the network interface or the subnetwork itself.  Diagnostic and repair will be network specific.

For mobile subnetworks, failures to establish subnetwork connections are likely to occur as part of normal operational use e.g.  when an aircraft is operating in a fringe area of coverage.  Furthermore, when the call is air initiated, it may not be possible to contact a network manager in order to report a problem (if the aircraft is in a NOCOMM state).  On the air side, failures to establish a subnetwork connection should be logged for later analysis.  If this results in no communications service, then recovery action is application specific and may involve a return to voice communications.

On the ground side, call establishment failures on mobile subnetworks should be reported to a network manager but may be subject to reporting thresholds (by failure diagnostic) in order to avoid too many false positives.

1.5.3.1.7 Trigger #7: SNDCF Deflate checksum error reports

SNDCF Deflate checksum error reports are indicative of a problem on the data link or the router from which the packet was received.  As above, a single such event can be ignored.  However, the problem needs to be investigated once the rate of such errors exceeds a given threshold.  The fault diagnosis and repair procedures are as for 2.1.3.1.5 above.

As the report may be provided by both ends of the data link, there should be no need to report this problem over an air/ground data link, as the ground side should report the problem to a Network Manager.

1.5.3.1.8 Trigger #8: Transport level checksum error reports

The source of this problem can be an otherwise undetected network fault or a problem in the sending or receiving End System.  As with other such reports, the report is only of interest when the number of such events exceeds a given threshold during a reporting period.

As regards Air/Ground Communications, the problem may be asymmetric (e.g.  introduced on an uplink only by a faulty Ground Station) and therefore may have to be reported over an air/ground data link as otherwise such faults will continue to be unreported and un-repaired.  However, if the Deflate compression is used, this requirement should be avoidable, as the Deflate compression scheme and checksums should detect the problem such that it is recognised by the Air/Ground Router.

In general, the diagnosis of such a problem will require a more sophisticated use of ECHO PDUs than is needed for detecting mis-routing problems.  A series of ECHO PDUs will need to be despatched over the suspected communications path with known test data patterns as their payload.  The ECHO responses should contain the same test data reflected back, and comparison of the reflected test data with what was originally sent will reveal any errors that have been induced on the route.

Once errors have been identified on a communications path, performing the same function on smaller segments of the path will reveal the router or data link that is inducing the error.  Further analysis of the failed component is discussed below in 2.1.3.2.

1.5.3.1.9 Trigger #9: Notification of adjacent Router failure.

This error report will be due to either an actual failure in the adjacent router or the failure of the data link supporting the adjacency.  Failure of an actual router should be clear because the failure should be reported by all adjacent routers.  A failure report from only one router will typically indicate a failed data link, and should usually be accompanied by a subnetwork connection failure report (for a connection mode subnetwork) and a report from the router regarded as having failed reporting the apparent failure of the first router!

There should be no requirement to report this problem over an air/ground data link.  Firstly, such reports will be commonplace over mobile subnetworks and secondly, a failure in an Air/Ground Router will be reported by other Ground Routers.

If a Router has really failed then repair will usually require physical intervention either to restart the router in the event of a software crash, or a hardware repair.

1.5.3.1.10 Trigger #10: Notification of failure to establish a transport connection

The underlying reasons should be no different to those that result in connection loss and diagnosis and repair should be as in 2.1.3.1.1.

1.5.3.1.11 Trigger #11: Application Reported Transport Service Problem

If an application detects incorrect operation of the transport service, this should be reported to a Network Manager as the fault may lie in the underlying transport protocol.  Investigation of such a problem is discussed in 2.1.3.2.3.

1.5.3.1.12 Trigger #12: Failure to Join a Mobile Subnetwork

If the number of failures exceeds a specified threshold then a Ground Station failure should be suspected.  Logs of individual events will need to be inspected in order to find a common mode problem.  However, the analysis of the problem will be specific to each subnetwork type.

1.5.3.1.13 Trigger #13: Failure to Complete Mobile Route Initiation Procedures

If the number of failures exceeds a specified threshold then an Air/Ground Router failure should be suspected.  This could be in the operation of the Mobile SNDCF, ES-IS or IDRP protocols, all of which are involved in this procedure.  Logs of individual events will need to inspected in order to find a common mode problem (e.g.  in Router configuration).

If no common problem can be found through such an inspection, then a software fault should be suspected.  The Router should be isolated and restarted, with a “snapshot” of the system’s state taken for post-mortem analysis.

1.5.3.1.14 Trigger #14: Subnetwork Connection Parameter Problem

The event is generated by an ATN Router or End System that detects the incorrect use of a subnetwork service by its remote peer.  The most likely reason for this is a configuration error in the remote system.  This needs to be investigated and corrected.

1.5.3.2 Component Fault Analysis

1.5.3.2.1 Analysis of a possibly faulty Data Link

Analysis of a suspected data link problem will always have a dependency on the network type and the test tools will be specific to that subnetwork.  For example, testing of a faulty coaxial cable Ethernet will require a reflectometer in order to find the source of the fault.  

In general, a suspected data link will require analysis of the data link statistics gathered by the routers at each end and probing with test data and data link specific diagnostics.  Inspection of error related statistics will often reveal problems, and comparison of sent and received data counts at each end of a data link will identify mis-routing and data loss problems in the subnetwork.

It should be noted that such an analysis does not have to wait for a failure to be reported and can be conducted regularly as part of a preventative maintenance schedule, often saving considerable time in diagnosis procedures and avoiding altogether end user visible problems.

A failed subnetwork will normally need to be taken out of service, until it is repaired by the service provider, and mechanisms need to be provided in order to isolate a subnetwork during repair and to bring it back into service later.  This will require suitable System Management “Actions” in attached End Systems and Routers.

1.5.3.2.2 Analysis of a possibly faulty Router

A Router can be faulty either in its routing function or in its use of subnetworks.

1.5.3.2.2.1 Analysis of a Router’s Routing Function

A suspected Router will need to be tested by both:

a) External probes, i.e.  ECHO PDUs deliberately sent on all possible routes (including all variations of ATSC Class, etc.) that pass through the router – this is in order to test the proper operation of the forwarding function; and 

b) Through inspection of internal data structures.  The data structures that need to be checked are:

1. The Forwarding Information Base (FIB), and

2. The Routing Information Base (RIB).

The FIB is used to determine the forwarding decision for each packet and, by definition, erroneous forwarding decisions will always manifest themselves in the FIB.  Identification of an incorrect FIB entry(ies) will be diagnostic of a failed router.  Such an entry should also be traced back to the RIB.

The RIB contains the routing information on which the FIB is constructed.  It is learnt from information received from other routers and from local information sources.  It is also the source of routing information passed to other routers.  In an operational ATN Router, elements of the RIB may be the responsibility of three different Routing Information Exchange Protocols: IDRP, IS-IS and ES-IS.

A lack of consistency between the erroneous FIB entries and the RIB will indicate a software error in the synthesis of the FIB from the RIB.  Otherwise, the problem will be in the Routing Information exchanged between Routers.  This could mean that the faulty router is really an adjacent router passing incorrect routing information to this router.  Determination of the actual faulty router will require inspection of the RIBs of adjacent routers as well as the RIB of the suspected router, looking for inconsistencies between the RIBs in the different routers and with the actual network topology.  It is possible that the search for the faulty router may even lead to routers more than one hop away.

Once an inconsistency has been found, then the actual source of the problem can be identified.  An inconsistency between RIBs in adjacent routers will point to errors in the exchange of routing information.  In the case of IDRP, this could be policy inconsistencies.  An inconsistency between a RIB and the known network topology will point to a software defect in that router.

Repair of the faulty router may be achieved by:

1. 
System isolation and restart.
This is probably the safest strategy as it returns the system to a known state, but does mean that the router is unavailable for a short period.  It is probably the only sensible strategy for a software error.  Note that in the case of a software problem, a “snapshot” of the system state should be taken for post-mortem analysis, so that the bug can be identified and fixed.

2. 
RIB Refresh
This is an IDRP procedure that forces the exchange of all current routes between a pair of adjacent routers.  It is a valid repair strategy when an inconsistency is found between the adj-RIN-in and adj-RIB-out of a pair of adjacent BISs – possibly due to undetected errors in underlying communications path.

3. 
Forced transmission of Link State PDUs
This is applicable to IS-IS and can be used to force early re-synchronisation between the RIBs of adjacent routers when an inconsistency is detected.

It should be noted that FIB/RIB and RIB/RIB consistency checks do not need to wait for a suspected error.  Under a preventative maintenance schedule, such checks can be performed regularly and used to detect and repair faults before they become problems.  This can also save considerable time in diagnostic effort and help to maintain a high operation availability.  Indeed, one of the most serious potential problems facing a fault tolerant network is that a previously unknown fault is found in the backup route when a primary route fails, thus leading to a total loss of the affected communications path.  Regular FIB/RIB and RIB/RIB consistency checks can avoid this problem occurring.

With consistency checks, a “false positive” may result from real time operation - for example, if a consistency check is performed during a RIB update.  However, it is unlikely for there to be a need to suspend such updates during consistency checks, as repeating the consistency check will eliminate these “false positives” which are always short lived.

1.5.3.2.2.2 Analysis of a Router’s Use of Subnetworks

The results of incorrect use of Subnetworks will be:

a) Subnetwork connections which should be there, but aren’t, 

b) Subnetwork connections with too much or too little capacity, or 

c) Subnetwork connections which have been established but which are not being used.

In order to investigate these possible problems, a Network Manager must be able to inspect the configuration and state information associated with each subnetwork in order to determine the subnetwork(s) and subnetwork connections in use, the parameters with which each subnetwork connection was established, and the send, receive and error counts on each subnetwork.

The Network Manager will then need to determine if the pattern of available subnetwork paths and subnetwork connection capacities (and other operational parameters) is in line with expectations, and that the usage of each subnetwork path is also in line with expectations.  If this is not the case, then the Network Manager will need to determine why:

a) The most likely reason is a configuration or policy error, in which case repair is by correction of the error.

b) Otherwise, an internal software fault will be suspected, in which case System isolation and restart should correct the problem in the short term.  A software bug fix will be required for a long term solution.

It should be noted that configuration faults that result in excess capacity will not result in externally visible problems except, perhaps, when the bill arrives! To detect such problems will require regular inspection of a system’s, and especially a router’s, use of subnetworks.  A regular inspection is also useful to detect similar problems that can result in externally visible faults.

1.5.3.2.3 Analysis of a possibly faulty End System

Faults may be suspected in the subnetwork access, network and transport layer components of an End System.  These problems may be difficult to diagnose remotely as the fault may affect the system’s ability to communicate with other systems, and local diagnostic tools will thus always have to be provided by an End Systems supplier.

However, remote diagnosis may be appropriate for many suspected faults.  Those in the subnetwork access components can be identified by comparison of sent and received data counts, etc.  as discussed above in 2.1.3.2.1.  Faults in the network components can be identified using similar procedures to those for a Router.  An End System will have both FIB and RIB type structures, although these may be very simple, with the FIB having very few entries (often only one), and the RIB holding ES-IS related information only.  However, faults may still be due to inconsistencies between these structures and the actual network topology, and should still be investigated.

Transport level faults will require diagnosis techniques additional to those required for Routers and Subnetworks, A Test Application will be needed to diagnose suspected transport service problems.  Such a Test Application will need to be able to test and verify all transport service functions and to act as test data generator and data “reflector” in order to test for data integrity problems.  The typical scenario for such a Test Application is with the End System isolated from the network.  However, there may be circumstances when it needs to be tested online.  

Repair of a faulty End System will typically require isolation and restart for software problems and the intervention of an Engineer for hardware problems.  As with router software problems, a system “snapshot” should be taken before a restart in order to provide for a later post-mortem analysis in order to find the bug.

1.5.3.3 Derived Trigger Responses

The preceding analysis identified three cases where analysis of system management information is needed to detect a fault, and where regular inspection can indicate that preventative maintenance is appropriate.  These can be performed by automatic processes raising an event report when a problem is found.  These are also triggers for Network Manager action and are described here as “Derived Triggers”.  This is because the event is not raised directly by a network component, but by the Network Management Station as a result of its monitoring function.

1.5.3.3.1 Trigger #15: Suspected Data Link Problem

This trigger arises out of a regular monitoring of error counts of a given data link, and comparison of send and receive data counts at each end of a data link.  An excessive number of errors, or a significant enough discrepancy in the counts, during some reporting period, will cause the event to be raised.  Further network specific diagnostic procedures may then be appropriate.

There is probably a need to perform this procedure over an air/ground data link, at least on an occasional basis.  Again, this is so problems in Ground Stations can be detected early.  However, the use of the Deflate compression algorithm should avoid this requirement.  When Deflate is used, any errors in uplinked or downlinked packets, or missing packets will be recognised by both Airborne and Air/Ground Router.  The Air/Ground Router should monitor such incidents and report any increase from the anticipated undetected error rate for the air/ground data link.

The repair procedure will again be network specific and will require action by the service provider.  The data link may need to be taken out of service until the problem is fixed.

1.5.3.3.2 Trigger #16: RIB/FIB and RIB/RIB Inconsistencies

Regular comparison of RIB and FIB information in the same Router, and of RIB information in adjacent routers may reveal inconsistencies.  Such inconsistencies are a trigger event for Network Manager action.  This is also another case where co-operation is needed across Management Domains.

There is probably a need to perform this procedure over an air/ground data link, at least on an occasional basis.  Again, this is so problems in Ground Stations can be detected early.  However, to avoid air/ground communications overhead, an alternative strategy may need to be adopted, with a logging of routing events and FIB updates on both sides of an Air/Ground datalink for offline comparison later and on a sample basis.

The handling of such inconsistencies has been dealt with in 2.1.3.2.2.1.

1.5.3.3.3 Trigger #17: Improper Use of Subnetworks

Regular checks on the set of available subnetwork paths, the operational parameters and usage of each path can reveal configuration and policy errors, or software defects, that can lead to end-to-end communications problems or unnecessary costs.  

The handling of such inconsistencies has been dealt with in 2.1.3.2.2.2.

Requirements on the Management Information Base

The above analysis of failure modes and triggers leads to the management information requirements for ATN Fault management as summarised in this section.

1.5.3.4 System Level

1. ATN Routers are required to provide for remote restart on command from a Network Manager. [REQ 1].

2. Remote isolation of ATN Routers is required.  That is graceful termination of the operational state and entry into a state where the router only responds to Systems Management requests. [REQ 2].

1.5.3.5 Applications

1. Applications that implement compliancy checks on the operation of the Transport Service are required to notify a Network Manager of incorrect operation of the Transport Service. [REQ 3].

1.5.3.6 Transport Layer

1. The Transport Provider is required to notify a Network Manager when a Transport Connection fails to be established. [REQ 4].

2. The Transport Provider is required to notify a Network Manager when a Transport Connection is lost. [REQ 5].

3. The Transport Layer is required to notify a Network Manager when the end-to-end transit delay as measured by the transport provider and derived from the round trip delay, falls below a specified threshold (typically application specific - e.g.  based on ATSC Class). [REQ 6].

4. The Transport Layer is required to notify a Network Manager when the number of TPDU discards due to checksum validation failure exceeds a Network Manager specified threshold during a given reporting period. [REQ 7].

1.5.3.7 CLNP

1. The connectionless network service provider is required to notify a Network Manager when the number of CLNP PDUs discards for Header Checksum verification, lifetime expiry or routing problems exceeds a specified threshold.  Such thresholds will need to be specified by discard reason. [REQ 8].

2. The connectionless network service provider is required to notify a Network Manager when an ECHO Request or Response is received and to provide information contained in the PDU. [REQ 9].

3. The connectionless network service provider is required to notify a Network Manager when an Error PDU is received at its addressed destination, and to provide information contained in the PDU. [REQ 10].

4. The connectionless network service provider is required to support the remote invocation of the Echo Request function and option selection. [REQ 11].

5. The connectionless network service provider is required to provide remote access to its Forwarding Information Base (FIB). [REQ 12].

1.5.3.8 IS-SME

2. The IS-SME is required to report when the number of times a “Failure to complete the Route Initiation procedures” event is logged exceeds a Network Manager specified threshold during a given reporting period. [REQ 13].

1.5.3.9 IDRP

1. IDRP is required to provide remote access to its Routing Information Base (RIB), permitting the download of the complete RIB by a Network Manager. [REQ 14].

2. IDRP is required to report loss of an adjacency. [REQ 15].

3. IDRP is required to support remote start up and shutdown of Ground/Ground adjacencies with other Routers (for fault isolation). [REQ 16].

4. IDRP is required to support remote invocation of the RIB Refresh procedure. [REQ 17].

1.5.3.10 IS-IS

1. IS-IS is required to provide remote access to its Routing Information Base (RIB), permitting the download of the complete RIB by a Network Manager. [REQ 18].

2. IS-IS is required to report loss of an adjacency. [REQ 19].

1.5.3.11 ES-IS

1. ES-IS is required to provide remote access to its Routing Information Base (RIB), permitting the download of the complete RIB by a Network Manager. [REQ 20].

1.5.3.12 SNDCF

1. The Mobile SNDCF is required to report packet level Deflate checksum failures (Air/Ground Routers only). [REQ 21].

2. Connection Mode SNDCFs are required to report unexpected subnetwork connection loss and subnetwork reset. [REQ 22].

3. SNDCFs are required to support remote start up and shutdown of data links. [REQ 23].

1.5.3.13 Subnetworks

1. Subnetworks are required to keep counts of packets sent and received, and of error counts where applicable, and to provide remote access to such statistics. [REQ 24].

2. Subnetworks are required to report error counts that exceed a specified threshold during a set reporting period. [REQ 25].

3. Subnetworks are required to provide subnetwork specific diagnostics and test procedures, as appropriate for the subnetwork type, and to support their remote use by a Network Manager. [REQ 26].

4. Subnetworks are required to report the set of existing subnetwork connections and the operational parameters for each such connection. [REQ 27].

5. Mobile Subnetworks are required to report when the number of times a “Failure to join a mobile subnetwork” event is logged exceeds a Network Manager specified threshold during a given reporting period. [REQ 28].

6. There is a requirement for Ground Systems to notify a Network Manager on failure to establish a subnetwork connection.  This notification may be subject to threshold counts by diagnostic reason.  For airborne systems, the requirement is to log such events. [REQ 40].

1.5.4 Requirements on Implementations

1.5.4.1 End Systems

1. Transport layer implementations are required to support the measurement of round trip delay on a per transport connection basis, and hence to estimate the end-to-end transit delay.  An unacceptably long transit delay is to be reported both to the service user and (for Ground Systems) a Network Manager. [REQ 29].

2. CLNP Header checksums are required, in order to detect subnetwork problems at source. [REQ 30].

3. A CLNP Error Report is required to be requested for all Data PDUs addressed to airborne destinations. [REQ 31].

1.5.4.2 ATN Routers

1. The Deflate compression algorithm is required on all air/ground data links in order to support early detection of Ground Station problems. [REQ 32].

1.5.5 Requirements for Network Manager Tools and Procedures

In addition to reporting of Notifications and access to Managed Objects, a Network Management Station (NMS) needs to support the following functions for fault management:

1. A Network Manager requires a means to illustrate the topological distribution of packet discard and transport connection loss/QoS degradation events. [REQ 33].

2. A Network Manager needs tools to generate ECHO PDUs from any point in the Internet, and to correlate the notifications of ECHO responses and Error Responses with ECHO requests.  The generation and use of Test Data patterns as the payload of ECHO Request PDUs is required, including monitoring for inconsistencies between responses and requests. [REQ 34].

3. The NMS needs to regularly monitor sent and received data counts on subnetwork connections, and report variations between those at each end of a data link that exceed a set threshold during a reporting period. [REQ 35].

4. The NMS needs to regularly monitor FIB and RIB state on each Router and report inconsistencies between a Router’s FIB and RIB state. [REQ 36].

5. The NMS needs also to check the consistency of RIBs in adjacent Routers and report inconsistencies. [REQ 37].

6. The NMS needs to check the availability of subnetwork paths for each End System and Router, the Operational Parameters and usage of each such path, against that expected, and report significant deviations. [REQ 38].

7. There is a requirement [REQ 39] for the exchange of Management Information between Management Domains in respect of:

a) Subnetwork send, receive and error counts;

b) RIB/FIB Information in Boundary Routers;

c) CLNP ECHO Request Received Notifications;

d) CLNP Error Report Received Notifications.

Performance Management Requirements

Editor’s Note.— The content of this section is mostly imported from the working paper “Performance Management Requirements Analysis” V1.2 by T.  Whyman and T.  Kerr (ATNP/WG1/JSG-SM/WP11-08, WG2/WP524).

This chapter is concerned with the derivation of Performance Management requirements for the ATN Internet and Upper Layers, including applications.  A top down analysis is presented, first identifying the objectives for Performance Management and then going on to look at how these objectives are met, from which system and tool requirements can be derived.  

It should be noted that this analysis does not attempt to determine how difficult or costly each identified requirement is to implement.

1.5.6 Derivation of Performance Management Objectives

ISO/ITU-T standards define performance management as follows:

Performance management enables the behaviour of resources in the OSI Environment and the effectiveness of communication activities to be evaluated.  Performance management includes functions to:

1. gather statistical information;

2. maintain and examine logs of system state histories;

3. determine system performance under natural and artificial conditions; and

4. alter system modes of operation for the purpose of conducting performance management activities.

In an ATN context, there are three basic purposes for which the above procedures will be conducted:

1. The end-to-end performance will need to be measured in order to ensure that the operational requirements are being met.

2. Users will wish to monitor the performance of ATN Internet Service Providers (ISPs) and subnetwork providers, and, in particular, to assess their compliance with service level agreements (this could be for both Operational and Financial reasons).

3. ISPs will wish to monitor the performance of the network, to ensure that they are maintaining service level agreements, to ensure that the network capacity will match future requirements (Capacity Planning), and to ensure that the service that their users require is being delivered, and in the most cost effective manner.

It should be noted that the end-to-end service may be provided by multiple ISPs operating in serial.  

In order to determine the Performance Management objectives, it is thus necessary to look at each of the above purposes, to identify the performance monitoring points, and to consider the different relationships between ISPs.  In particular, service agreements will relate to path segments though the ATN Internet and a given path segment may be maintained by more than one ISP in series.  The performance management models that result from this scenario need also to be considered.

1.5.6.1 Performance Monitoring Points

Figure 2‑1 Illustrates the various performance monitoring points (PMPs) that are required in the ATN Internet Communication Service (ICS).  These are:

1. The End to End Transport Service measures the end-to-end service provided to a TS-User.  Performance monitoring is required here in order to measure the overall performance characteristics of the ATN ICS.

2. End System Monitoring (Lower Layers) is required to determine the part of the end to end ICS overhead attributable to the End System itself.  This should be a small component of the overall end-to-end figure, but this still needs to be demonstrated.

3. Path Segment Monitoring is required to monitor the performance of ISPs and to measure the contribution to the end-to-end overhead of the routers and subnetworks operated by an End User.

4. Router Performance Monitoring is required to measure the performance of individual routers and to determine their contribution to the end-to-end overhead.

5. Subnetwork Performance Monitoring is required to monitor the compliance of subnetwork providers with performance level agreements and to measure the contribution of each subnetwork to the end-to-end overhead.
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Figure 2‑1 ICS Performance Monitoring Points

In addition, PMPs are required in the upper layers of the ATN, which includes the application ASEs and ASE-Users:

6. End System Monitoring (Upper Layers) is required to determine the part of the end to end overhead attributable to that part of the system which uses the ICS.  Note that some aspects of upper-layer performance characteristics may vary dynamically depending upon the particular implementation architecture.  For example, a distributed architecture may at times be subject to LAN congestion delays in the local application system.  

7. The End to End ASE Service measures the end-to-end service provided to application software which uses the communication services of the complete ATN stack.  Performance monitoring is required here in order to measure the technical performance of the standardised application protocols.

8. The End to End User Service measures the end-to-end service as perceived by the human user, or in the case of automated functions, at the highest level of the automated processing thread.  Performance monitoring is required here in order to verify that the end to end service meets the operational requirements.

1.5.6.1.1 End to End Service Monitoring

An end user of the ATN (typically a CAA or Airline) is interested in ensuring that the required end-to-end Quality of Service is being maintained.  At the same time, they will also have an Accounting Management objective to monitor the cost of using the ATN, and, whilst this is a different subject, the data capture requirements will be similar.

The end-to-end quality of service (QoS) can be broken down into the following parameters:

a) Availability:  “The ability of a system to perform its required function at the initiation of the intended operation.  It is quantified as the proportion of the time the system is available to the time the system is planned to be available”.

b) Reliability:  “The probability that the system will deliver a particular message without errors.”

c) Continuity:  “The probability of a system to perform its required function without unscheduled interruptions during the intended period of operations.”

d) End-to-End Transfer Delay:  “The period elapsed from the time at which the originating user initiates the triggering event until the time the transmitted information has been received by the intended recipient.” 

e) Integrity:  “The probability that errors will be mis‑detected.  This may be when a correct message is indicated as containing one or more errors, or when a message containing one or more errors is indicated as being correct.”

f) Throughput: “The quantity of data (e.g.  measured in characters) that can be sent during a given period.”

g) Connection Establishment Delay: “The time from initiating an end-to-end connection to its successful establishment (i.e.  when messages can be sent).”

Note.— The definitions of Availability, Reliability, Continuity, Transit Delay and Integrity are taken from the ADSP Manual [8].

The operational requirements for performance management require the ability to measure each of the above Quality of Service metrics on an end-to-end basis i.e.  between an application user and each other end user of the ATN with which it communicates.  [Objective 1]

1.5.6.1.2 End System Monitoring

End Users typically own and operate the End Systems that form the first part of the chain of end to end communications.  They will need to monitor the internal performance of these systems.  [Objective 2]

This is so that the actual performance provided by the ISP(s) used for end-to-end communications can be calculated, and to enable performance trends in the local system to be monitored for capacity planning purposes.  

1.5.6.1.3 Subnetwork Service Monitoring

Note: An ATN ISP or end user may also operate subnetworks and hence wish to monitor their internal operation.  However, the internal monitoring of subnetworks is outside of the scope of this analysis.

An ISP or End User will need to monitor the operation of each subnetwork they use in order to ensure that the expected/required Quality of Service is being maintained.  [Objective 3]

The Quality of Service metrics to be measured are very similar to those for the end-to-end service and will always include: Availability, Reliability, Continuity, Transit Delay, Integrity and Throughput.  In addition, there will be subnetwork specific metrics.  For example.  a connection mode subnetwork (e.g.  X.25) will have a connection set-up delay metric, while a Frame Relay circuit has only a maximum guaranteed throughput, with the possibility of data loss, and hence the data loss rate will need to be monitored and compared with offered traffic load.

1.5.6.1.4 Path Segment Monitoring

An ISP or End User will need to monitor the overall performance of each path through their segment of the ATN Internet [Objective 4].  The metrics measured will be those specific to a connectionless service i.e.  Throughput, Reliability, Integrity and Transit Delay.

Performance achievement will also need to be measured against the theoretical maximum so that excess capacity can be removed [Objective 5].  Trend analysis will also need to be performed so that future growth can be predicted and hence future capacity growth planned and installed when needed [Objective 6].

ISPs and End Users may also wish to manage their capacity dynamically.  This make take the form of bringing on additional capacity to meet busy hour requirements, according to a defined schedule, or simply be reacting to reports of congestion by opening up new circuits.  [Objective 7].

1.5.6.1.5 ATN Router Performance Monitoring

General ATN Router performance may be considered in two separate parts: forwarding and route updates.  There are also special considerations for Air/Ground Router performance.

1.5.6.1.5.1 Packet Forwarding

An ISP or End User will need to monitor the following packet forwarding metrics [Objective 8]:

a) Packets successfully forwarded during a given measuring period (e.g.  per second)

b) Percentage of packets discarded.

As the service level requirements can vary by both ATSC Class and priority, these metrics will need to be broken down by both of these parameters.

Key parameters of the router that affect forwarding need also to be measured.  These include the size of the Forwarding Information Base (FIB).  [Objective 9].

1.5.6.1.5.2 Routing Updates

An ISP or End User will need to monitor the route convergence rate.  That is the time elapsed from a change in the network topology to this change being reflected in all affected routing tables.  [Objective 10].

This metric is important in the maintenance of Availability, Reliability and Continuity targets as packet loss can occur during this period.  The target convergence rate may be derived empirically or from simulation models.

1.5.6.1.5.3 Air/Ground Routers

Ground/Ground Routers typically support a limited number of fixed adjacencies.  However, Air/Ground Routers will support a large and variable number of adjacencies with aircraft, with each adjacency supported by one or more virtual circuits.  The performance of the router may be affected by the number of such adjacencies maintained, and performance will thus need to be measured against the adjacencies and virtual circuits supported.  It will thus be necessary to monitor the number of air/ground virtual circuits supported at any one time, and the number of IDRP adjacencies.  [Objective 11].

1.5.6.2 Service Level Management

Service guarantees will need to be put in place to ensure that the end-to-end Quality of Service required to meet the operational requirements is achieved.  When this service is provided via multiple ISPs in serial, there are two possible models for maintenance of the end-to-end Quality of Service:

a) The end user(s) have separate service level agreements with each ISP that supports (in serial) the end-to-end path.

b) The end user(s) have a single service agreement with one ISP who is also responsible for the service provided by any other ISP en route.

1.5.6.2.1 Separate Service Level Agreements

Whilst this model is, on first appearances, easier for the ISPs to operate, it pushes the complexity onto the end users, who have to be aware of the paths that their data takes, and who are required to negotiate with each ISP en route.  This potentially makes for many small contracts between users and ISPs.  It may thus be more costly to implement because of this contractual overhead.  

In this model, each ISP will need to be able to demonstrate to an End User that they are meeting the service requirement for the path segment under their control.  It will thus be necessary to monitor incoming packets from either users or other ISPs and analyse them by sending end user.  Similarly, the ISP will need to analyse traffic at each exit point.  [Objective 12].

Analysis of traffic by source is potentially a very costly exercise as each packet has to be metered.  

1.5.6.2.2 Single User Service Agreements

This model can be operated in two different ways, which can be labelled as “microscopic” or “macroscopic”.  In the microscopic view, one ISP simply becomes the “agent” of an end user, and organises the separate contracts with each other ISP en route.  In order to monitor compliance, each data flow will still need to be identified as above, and the end user’s agent will collate the information together and monitor the overall performance, as above.

In the macroscopic view, an ISP will aggregate together the traffic from all of its users and thence identify the traffic volumes it will exchange with each other ISP.  On the basis of agreed traffic volumes, the ISPs may then guarantee minimum service levels to each other.  A given ISP may then offer a service guarantee to its end user, and base this guarantee on the knowledge of which ISPs lie on the route and by summing the guaranteed minimum service levels.

The macroscopic view is simpler to achieve because it requires only that each ISP monitors its own part of the ATN Internet (as in 2.2.1.1.4 above).  However, it will probably need to be co-ordinated through an industry forum that will also receive, collate and monitor the overall service provided to end users.  [Objective 13].

1.5.6.3 Operational Requirements

Monitoring the end-to-end performance of the ATN service provided to application users is a stated requirement.  The objective is to enable evaluation of the operational effectiveness of the communication resources by means of statistical information and logs of system state histories.

The workload of the applications can be measured, globally or on a connection basis, by the accounting management parameters.  

The ADSP Manual defines in Part I, Chapter 3 Appendix A three types of communication systems performance requirements related to the ATS data link applications:

a) General Performance Requirements

b) Application Specific Performance Requirements

c) Transfer Delay Requirements

1.5.6.3.1 General Performance Requirements

The general performance requirements on the air-ground applications are:

a) the probability of non-receipt of a message will be equal to or less than 10-6,

b) the probability that non-receipt of a message will fail to be notified to the originator will be equal to or less than 10-9, and

c) the probability that a message will be misdirected will be equal to or less than 10-7.

These performance requirements can be designed into a system, and bench-tested before operational use.  However, there is still a need to monitor whether the requirements are being met during operational use.  [Objective 14].

1.5.6.3.2 Application Specific Performance Requirements

The performance requirements specific to each air-ground application are also defined in the ADSP Manual [8], as shown in Table 2‑1.

Application
Availability
Integrity
Reliability
Continuity

CM / DLIC
99.9%
10-6
99.9%
99.9%

ADS
99.996%
10-7
99.996%
99.996%

CPDLC
99.99%
10-7
99.99%
99.99%

D-FIS
99.9%
10-6
99.9%
99.9%

AIDC
99.996%
10-7
99.9%
99.9%

ADS-B
99.996%
10-7
99.996%
99.996%

Table 2‑1.  Application-specific Performance Requirements

It is necessary to make assumptions as to what period of time these statistical figures are to be measured over.  For example, if averaged over a week then the achieved performance in one particular minute could have been well outside of these requirements.

Again, there is a need to monitor whether these requirements are being met during operational use of the ATN by applications.  This objective is covered by 2.2.1.1.1.

1.5.6.3.3 Transfer Delay Requirements

The performance available to each air-ground application is also defined in the ADSP Manual, as shown in Table 2‑2.

Performance Levels 
(ATSC class)
Mean End-To-End Transfer Delay (sec)
95% End-To-End Transfer Delay (sec)
99.996% End-To-End Transfer Delay (sec)

A
0.5
0.7
1

B
1
1.5
2.5

C
2
2.5
3.5

D
3
5
8

E
5
8
12.5

F
10
15
22

G
12
20
31.5

H
15
30
51

I
30
55
90

J
60
110
180

Table 2‑2.  Transfer Delay Performance Requirements

The requested ATSC class (A through H) can be selected by the application user on dialogue initiation, and is not known in advance.

These transfer delay figures are intended to represent the total transfer time from human user input at one side to human user perception at the other end.  As the actual transit delay is indirectly dependant on the requested class of communication service, this parameter should be made available with the transit delay measurements.  [Objective 15].

1.5.6.3.4 Derivation of QoS Characteristics

It is not a straightforward matter to translate from the operational performance requirements described above into the QoS characteristics of a communications subnetwork.  In fact it would be misleading to attempt to do so.  The reason is that the end-to-end delay has to be distributed between all the elements (human, automation and communications) involved in the information exchange.  There are several discrete entities which require a performance “budget” to be allocated to them, within the overall performance constraints.  The following illustration relates to an air-to-ground message:

a) Human User (Air) - thinking time and data input budget

b) Avionics automation (processing) and local data transfer (between equipment) budget

c) Airborne communications processing budget (end system)

d) Air/ground subnetwork budget

e) Ground/ground subnetwork budget

f) Ground communications processing budget (end system)

g) Ground Automation (Data Processing) budget (e.g.  FDPS)

h) Local distribution (communications) budget (FDPS to controller positions)

i) Local display automation (processing) budget

j) Human User (Controller) budget

The budget allocation for ground to air messages can be similarly expressed.

When it comes to matching responsibilities for achieving the required performance to the decomposition, the full complexity becomes apparent:  

· Human factors influence the rate at which the users can input or access messages at the HMIs

· The aircraft manufacturer, airline and avionics industry all play a part in constraining the performance capabilities of the avionics sub-systems and also the on-board communications processors and sub-network interfaces (radios)

· theoretical air-ground sub-network performance is governed by the technical solutions (standards) that are invoked, but practical performance is also influenced by congestion and interference levels in a particular environment

· theoretical ground sub-network performance is influenced by technical solutions and network design (topology and sizing), but practical performance is also influenced by congestion and network component availability

· Service providers may be involved in the ground communications processing

· ATSOs own the FDPS and will therefore influence the effectiveness with which the automation processes data messages to the correct local destination

· ATSOs also own the internal centre architecture, and specify local communications bandwidths to controller positions

· Control position design influences the time taken for a message to be presented, and human factors influence the time taken for the recipient to recognise, understand and action the message.

As the overall communications characteristics are the result of the aggregation of (possibly several) subnetwork performance and processing performance, it may be useful to develop the concept of “Achievable Communications Performance” (ACP), based on these parameters and calculated at the sub-network level for different traffic and environmental scenarios.  The ACP for any given component (e.g.  the air-ground subnetwork) can then be compared with the “budget” for that component, to determine whether overall performance target is likely to be met.  

During such an analysis, it would also be possible to “trade” budgets between components (use a higher performance but higher cost ground sub-network, in order to accommodate a lower performance, but cheaper, air-ground sub-network.)  This kind of analysis constitutes “End to End systems engineering”.

1.5.7 Fulfilment of Objectives

As presented below, there is a general requirement to log events locally for later, offline, analysis [Req 1].  Unless stated otherwise, all requirements to log or record events given below imply a local log, rather than a standard SM log that is visible to an SM Agent.

1.5.7.1 Objective 1: End User QoS Measurement

The end user will need to be able to monitor each of the QoS metrics identified in 2.2.1.1.1 above.  

1.5.7.1.1 Availability

In order to determine the percentage availability according to the above definition, the end user will need to record each successful attempt to use the service [Req 2] and each failed attempt [Req 3].  Analysis of such a record can then determine the percentage availability achieved over a given time period.  [Req 4]

It is not always straightforward to identify a failure of a connection oriented service, as there may be instances where the connection responder deliberately rejects the connection attempt as part of the normal user protocol operation.  Also, the connection may be re-tried by intermediate protocol layers that are not visible to the end-user.

1.5.7.1.2 Reliability

In order to determine the probability that a message is delivered without errors it will be necessary to record both the number of messages sent to a given destination  [Req 5] and those received without errors by that destination, analysed by sender [Req 6].  Comparison of these two records may then determine the percentage reliability.  [Req 7]

There may still be residual errors which are not detected by the destination system.  The only way to detect such errors would be an offline comparison of the actual messages logged by the sending system and by the receiving system.  This could be undertaken on a statistical sampling basis, to avoid the otherwise prohibitive overhead of having to replay every single application message.

1.5.7.1.3 Continuity

In order to determine the continuity, it will be necessary to record each service interruption and each corresponding resumption of service [Req 8].  For the connection-oriented end-to-end service, a service interruption event can be equated to the uncommanded loss of a transport connection, and service resumption to the successful re-establishment of such a transport connection.  Analysis of this log can determine the continuity level achieved.  [Req 9]

1.5.7.1.4 End-to-end Transit Delay

Note that this can vary according to message priority, and ATSC Class.

End-to-end transit delay could be measured by recording the transmission time of each message, and the reception time of each message, at each end of the connection.  Comparison of these two records can then determine the actual transit delay provided that both end users have synchronised clocks.  

Synchronised clocks can be an impractical requirement, although time synchronisation to some degree of accuracy for ATN Routers seems an inevitable requirement (see 2.2.2.10).  Logging the transmission of each message is expensive and will result in large log files.  Some applications have timestamps built-in to certain protocol elements.  However, the semantics of the timestamp information are ill-defined and application-specific.  Fortunately, there is a more readily available metric from which end-to-end ICS transit delay can be estimated; this is the transport round trip delay.

The connection mode transport protocol (TP4) can readily measure the round trip delay from transmission of a data TPDU to reception of the corresponding AK TPDU.  Simply dividing this figure in two gives an estimate for the transit delay, assuming that the transit delay is the same on average in both directions.

In practice, a TS user message (TSDU) may be split into several TPDUs, and transmitted with overlapping acknowledgements.  However, the transit delay for the total message can still be estimated by measuring the delay from the transmission of the first TPDU of the TSDU to the reception of the AK TPDU for the last TPDU making up the TSDU, and then subtracting from this the estimated transit delay for a single TPDU.  The result is the estimated transit delay for the whole message.  

This is an estimate, and each estimation is subject to an error.  However, the errors should balance out over several messages, although the potential for systematic errors due to asymmetrical paths in each direction does exist.  The transport protocol should record the estimated transit delay for each message, transmission time and the size of each message [Req 10].  Later analysis of the record can then provide an accurate estimate of the achieved end-to-end transit delay, analysed by message size, and transmission time [Req 11].

1.5.7.1.5 Integrity

A high degree of message integrity is built-in to the ATN by design, e.g.  by employing the error detection capabilities of the TP4 protocol.  However, it is necessary to monitor the probability of errors being mis-detected in order to verify that the theoretical integrity performance targets are in fact being maintained.

By definition, the integrity of the ATN ICS cannot be measured by the ATN Internet because to measure it implies that the Internet can detect its own mistakes - in which case it could then correct them.  Integrity has to be measured by the end user either by comparing messages sent and received at each end of the communications path, or by adding an additional message integrity check on transmission, and recording, on reception, the number of messages received correctly and the number received with errors.  In the former case, analysis requires access to logs at both end of the communications path while, in the latter case, access is required to only one log.  Routine offline comparison of sent and received message logs can thus be used to provide the integrity metric.  [Req 12]

Note that the integrity measurement includes not only messages delivered with errors which are not detected at the time of processing, but also error indications which are given when the message was in fact correct (e.g.  failure of the checksum algorithm).  Thus it is necessary to log not only the content of successful messages, but also (a statistical sample of) rejected messages.

In addition, security provisions are expected to require the use of digital signatures for authentication purposes.  A digital signature provides a high quality integrity check.  In practice, a likely reason for authentication failure is an undetected network error.  When such security mechanisms are implemented, authentication failures should be logged as well as numbers of messages successfully received [Req 13].  The integrity achieved can then be computed from such a record - assuming that real security violations can be filtered out [Req 14].

1.5.7.1.6 Throughput

Throughput achieved can be simply measured provided that a log of each message sent (size and time of transmission) over each communications path is maintained [Req 15].  Throughput achieved can then be determined by analysis of the log [Req 16].  

1.5.7.1.7 Connection Establishment Delay

In the ATN, there are at least three possible measures of connection establishment delay.  One is the time taken to establish a transport connection, another is the time taken to establish a connection using the Dialogue Service, and a third is the time taken to establish an application-specific relationship (e.g. to complete the CPDLC-Start service).  The latter may be significantly longer than the former, as it usually requires an exchange of messages after the transport connection has been established - although this can be avoided in some cases.

The time taken to establish a transport connection is the proper measure for the performance of the ATN Internet.  However, the end user only sees dialogue service connection establishment time.  On the other hand, the problem of using this as a metric is that it includes the response time of the remote application.  It therefore is not a correct estimate of the performance of the ATN Internet.

Arguably, both metrics need to be recorded and analysed.  Therefore, an ATN End System will need to log both dialogue service D-STARTs [Req 17] and transport connection connect requests [Req 18], and the time at which the request was made.  Similarly, an ATN End System needs to log the time at which the connection was successfully established [Req 19].  Later analysis can then determine the mean for both logs [Req 20].

Note that some application services will establish a transport connection, but not a Dialogue, by sending an application response via a negative D-START response primitive.  Thus, apparently unsuccessful Dialogue establishments must also be logged.

1.5.7.2 Objective 2: End System (Lower Layers) Monitoring

In order to monitor End System performance and to quantify the performance of ISPs, the operator of an End System will need to know:

a) At the Internet level, the number and size distribution (mean and max) of packets sent and received, analysed by priority and ATSC Class [Req 21].  When the End System is connected to multiple ISPs, the above will need to be broken down by ISP as well.

b) The transit delay of a packet through the End System (incoming and outgoing) [Req 22].  Note that this need not be measured all the time, but could be measured during system testing and then taken as a system characteristic.

This information will enable the computation of the traffic load on the End System and the load applied to each ISP [Req 23].  The per packet transit delay needs to be subtracted from the end-to-end transit delay in order to compute the ISP transit delay.

1.5.7.3 Objective 3: Subnetwork Service Monitoring

It is not possible to deal with all aspects of subnetwork monitoring without considering each type of subnetwork.  This analysis seeks only to establish the generic requirements.  Specific subnetwork monitoring requirements will need to be determined on a case by case basis.

1.5.7.3.1 Availability

In order to determine the percentage availability of a subnetwork, the subnetwork user will need to record each successful attempt to use the service and each failed attempt  [Req 24].  Analysis of such a record can then determine the percentage availability  [Req 25].

It is not always straightforward to identify a failure of a connection oriented subnetwork, as there may be instances where the connection responder deliberately rejects the connection attempt as part of the normal user protocol operation.

1.5.7.3.2 Reliability

In order to determine the probability that a packet is delivered without errors it will be necessary to record both the number of packets sent and received at both ends of a subnetwork [Req 26].  Comparison of these two records may then determine the percentage reliability [Req 27].

1.5.7.3.3 Continuity

In order to determine the continuity, it will be necessary to record each service interruption and each corresponding resumption of service [Req 28].  For connection mode subnetworks, a service interruption event can be equated to the uncommanded loss of a subnetwork connection, or the inability of the subnetwork to accept data for sending on an established connection.  Service resumption is then the successful re-establishment of the connection and the resumption of data transfer.  For connectionless subnetworks a service interruption can be equated to a transmission failure, with service resumption being the time of the next successful transmission attempt.  (Note that on some connectionless subnetworks, it may not be possible to detect transmission failure).

Analysis of the logs can then determine the number of interrupted and uninterrupted service invocations and hence the continuity of service provided by the subnetwork [Req 29].

1.5.7.3.4 End-to-end Transit Delay

There is no general purpose mechanism to measure transit delay over subnetworks.  A connectionless network, such as an Ethernet, has no acknowledgement mechanism that would allow round-trip times to be measured.  In such cases, transit delay can only be measured by using special link level test packets to convey a time-stamp (assuming clock synchronisation) or to “echo back” a response and thereby derive the transit delay from the round trip time.

On the other hand, a connection mode subnetwork, such as X.25, does provide an acknowledgement mechanism, but this is not necessarily end-to-end across the subnetwork and has no real-time constraints.  It is thus unsuitable for measurement of transit delay.

The CLNP Echo is potentially available to provide an estimate of round trip delay between a pair of Routers or a Router and an End System attached to the same subnetwork.  However, the processing delay within the target system is potentially significant and will need to be independently measured and factored out.  Furthermore, CLNP echo is of limited value when more than one subnetwork joins the same pair of systems, as it is not possible to guarantee which subnetwork is used to transfer the Echo packet.

A strategy for measurement of transit delay will need to be developed for each type of subnetwork.  For connectionless subnetworks, or wide area networks involving multiple hops, this will need to be based on some kind of subnetwork specific echo packet.  For single hop connection mode networks this may use the subnetwork’s own acknowledgement procedures.

For example, in VDL Mode 2, the air/ground data link uses a connection mode variant of HDLC (the AVLC) which could be used to measure round trip time and hence to estimate transit delay.

1.5.7.3.5 Integrity

Data integrity problems can be measured by two ATN Internet mechanisms:

a) The CLNP Header Checksum.  This only covers the CLNP header, and its generation by a sending End System is not mandatory in the ATN SARPs.  It is therefore of limited value.

b) The Deflate checksum.  This provides an integrity check over the entire packet and is therefore a very good check on integrity.  However it is only available when the optional Deflate-based compression is used.

A log should be kept of the number of packets sent and received over a subnetwork, those rejected by the subnetwork, and those received with a failed CLNP Header checksum, or a Deflate checksum failure [Req 30].  Later analysis of the log, compared with errors detected by the subnetwork user, can then provide an estimate of the subnetwork undetected error rate [Req 31].

1.5.7.3.6 Throughput

Throughput achieved can be simply measured provided that a record of each packet sent (size and time of transmission) over each communications path is maintained [Req 32].  Offline analysis of this record may then be used to determine throughput.  [Req 33]

1.5.7.3.7 Connection Establishment Delay

For connection mode subnetworks, the time at which each subnetwork connection is initiated and the time of successful establishment should be recorded [Req 34].  Later analysis of the record can then be used to determine the subnetwork connection establishment delay [Req 35].

1.5.7.4 Objective 4: Measurement of Path Segment Performance

The requirements for measuring path segment performance are related to the performance management model adopted.  They are hence discussed in 2.2.2.12 below.

1.5.7.5 Objective 5: Monitoring for Excess Capacity

Excess capacity occurs when there exist underused data links.  These could potentially be removed or replaced by less performant and lower cost data links.  

Two metrics are required to determine excess capacity: the actual throughput over each subnetwork (peak) and the available throughput.  When the peak throughput is significantly lower than the available throughput then the data link may be eliminated if a suitable (and also underused) alternative exists.  Alternatively, it could be replaced by a lower cost/capacity subnetwork.  The throughput threshold when a lower cost/capacity subnetwork is realistic needs also to be known.

Subnetwork throughput is determined from subnetwork monitoring (see 2.2.2.3.6).  The available throughput and the threshold for downgrading to a lower cost/capacity subnetwork are required to be known a priori.  A monitoring tool should be available to monitor subnetwork utilisation and report on candidates for downgrading [Req 36].

1.5.7.6 Objective 6: Planning Future Capacity

Capacity planning requires the development of a network design model [Req 37].  This will comprise the Routers, subnetwork interconnections and predictions of data flows through the internetwork, with both normal and busy hour profiles required.  From this model, the capacity requirements of subnetwork connections and Routers can be predicted.

In the ATN, the Network Design Model is complicated by the existence of ATSC Class which restricts the options for data flow, as well as other types of traffic such as AOC.  It will also be necessary to use the model to predict behaviour during outages.  For this reason, more than a simple static model may be required, in order to simulate the impact of subnetwork connection and Router loss, and to demonstrate that there is sufficient capacity to maintain the required Quality of Service to high priority applications during such failures.

The model will require good quality information on the expected traffic flows if it is to be useful.  Furthermore, accurate predictions of future traffic levels will be necessary if it is to be used to plan the growth of the network.  This requires capture of information on current network loading and analysis of historical network performance information in order to perform trend analysis and hence to predict future growth.

The following data is thus required to be recorded during daily operations and kept for historical analysis:

a) Data volumes for each subnetwork on a point to point basis and during each sample period [Req 38].

b) Data volumes (both bytes and packets) handled by each Router during each sample period [Req 39].

The above needs to be analysed by priority and ATSC Class.

1.5.7.7 Objective 7: Dynamic Capacity Management

There are three requirements that flow from this.  The first is a need for an indication that the packet flow rate over a given subnetwork has increased beyond some threshold that implies a need for additional capacity.  The second is a corresponding indication that the additional capacity is no longer required, and the third is the means to bring on new capacity.

1.5.7.7.1 Indicating the need for Additional Capacity

The first indication that the applied load is reaching the limits of the subnetwork will be an increase in the queuing delay for packet transmission over that subnetwork.  This could be measured as either the absolute queuing delay per packet, or, perhaps more easily, as the average queue length during a sample period.  As queue length is proportional to queuing delay, this should be sufficient.  

An alternative mechanism might be to measure the actual throughput over some period and compare it against the maximum achievable.  However, this requires knowledge of the maximum achievable throughput and, as this is not necessarily a constant (if the subnetwork includes an element of statistical multiplexing), this can be difficult to predict accurately.  This can be further complicated if more than one subnetwork is already used to support a router to router adjacency.  

Average queue length is thus the preferred mechanism for determining when an event should be generated requesting additional capacity.  As the quality of service requirements can differ by priority, there may need to be different reporting thresholds for different priority bands [Req 40].

1.5.7.7.2 Indicating When Additional Capacity is no longer Needed

The inverse of the above may be readily adopted as the signal that indicates when capacity may be reduced i.e.  when the average queue length drops below some threshold, However, the normal queue length (i.e.  when load and capacity are in balance) will be between zero and one.  Therefore, the measure of average queue length will have to be a real number if it is to be useful [Req 41].

Alternatively, if throughput levels are used to determine when the additional capacity is to be provided, then throughput monitoring (as in 2.2.2.5) should also be used to determine when the additional capacity is to be withdrawn.

1.5.7.7.3 Adding and Removing Additional Subnetwork Capacity

This is a need for Systems Management Actions to be provided to bring up new subnetwork connections or to remove existing subnetwork connections in response to the above events.  While these actions could be invoked by a remote manager, the simplest implementation is probably to have a local response (i.e.  within the Systems Management Agent) [Req 42].

1.5.7.8 Objective 8: Router Forwarding Measurement

In addition to the data forwarded by a Router, as required above, a complete assessment of the Router’s performance will also require that packet discards are recorded and analysed by discard reason [Req 43].

If the reason for packet discard is “congestion”, then this may be indicative of a lack of network capacity.  There is thus a need to report, to a Network Manager, when the number of such discards exceeds a given threshold during a reporting period [Req 44].

1.5.7.9 Objective 9: Router Key Parameters Measurement

The key parameters of the Router that affect forwarding must also be measured.  This may include system specific parameters  [Req 45] (e.g.  memory utilisation) and the number of entries in the Forwarding Information Base (FIB) [Req 46].

1.5.7.10 Objective 10: Measurement of Route Convergence Times

The measurement of Route Convergence Time requires that each Router records each routing event for collection and later analysis [Req 47].  Furthermore, so that routing events in different routers can be correlated, each must have a synchronised clock [Req 48].  The accuracy of the synchronisation is for further study.

An offline tool will be required to perform the analysis.  This will analyse the logs provided by each Router and correlate routing events between routers.  This tool will be required to determine the time taken from each change in the network topology to a stable routing set being reached in every router, including the elimination of any false routes that may have been introduced as a consequence of the change.

Trend analysis of route convergence rates will also be necessary against historical data in order to predict the need for higher performance routers.  This is so that the convergence time does not increase to the point at which the end-to-end Quality of Service falls below acceptable levels [Req 49].

1.5.7.11 Objective 11: Air/Ground Router Overhead Measurement

An Air/Ground Router will need to log:

a) Establishment and termination of adjacencies with Airborne Routers [Req 50].

b) Establishment and termination of subnetwork connections with Airborne Routers [Req 51].

A tool will be required to analyse such logs and thus to determine the numbers of such adjacencies and subnetwork connections at any one time and to compare this against the monitored performance of the router.  The maximum number of adjacencies and subnetwork connections that can be maintained without significantly impacting performance can then be determined, and hence the need for future capacity planned [Req 52].

1.5.7.12 Objective 12: Analysis of Data Stream Performance

Note: The need for this objective depends upon the model for service level agreements developed by the industry.

If the performance assessment mechanism adopted by the ISP requires that data flows are individually monitored, then the ISP will need to demonstrate compliance with Quality of Service metrics for a given user’s data flows.  In turn, this requires identification and metering of data flows on both entry to and exit from the ISP.

The metrics to be monitored are those appropriate to a connectionless internet i.e.  Transit Delay, Integrity, Throughput and Reliability [Req 53].  

The metering of packets (both by number and size) on entry and exit can be used to assess both throughput and reliability.  Note that as different service levels may apply to different priorities and ATSC class, data flows may require separate meters by priority and ATSC Class, as well as other traffic types such as AOC.  

Throughput can then be measured by direct computation of the metered values.  An assessment of reliability can be gained by comparing counts of packets that entered the ISP’s network with those on exit [Req 54].

Measurement of transit delay is not quite so straightforward.  The “brute force” approach would be to log each individual packet on entry and exit and to record the time of entry and exit.  Offline analysis could then compute the transit delay for each packet and hence the average transit delay, etc.  Alternatively, time-stamped user messages could be sent.  Both of these would require synchronised clocks at each end.

However, this approach would be computationally expensive and is not readily justifiable.  Instead two approaches are possible:

a) A sample of such packets is logged.  The sampling procedure could use some algorithm based on the packet identifier in order to select packets for logging and this would guarantee the same packets were selected at each end of the link.  The approach is basically the same as the brute force approach, but it does reduce the amount of data to be logged and processed.

b) Periodic echo packets are sent on the data flow.  These can be used to directly compute the round trip delay and hence derive the transit delay.

As the computational effort is much lower, the use of periodic echo packets for transit delay monitoring is to be preferred.  The echo packets will need to be sent at various ATSC classes and priorities in order to determine the service levels for each ATSC class and priority [Req 55].

1.5.7.13 Objective 13: Monitoring of Service Provider Compliance by Aggregate Data Flows

Note: The need for this objective depends upon the model for service level agreements developed by the industry.

In the macroscopic view, the ISP is interested only in the total data flow at each entry and exit point.  There is no analysis to the level of individual data flows.  In general, this objective requires less computational effort than Objective 12 and hence it may be preferred.

The metrics are still the same i.e.  Throughput, Transit delay and Reliability.  Again, they may need to be metered by ATSC Class and priority.  However, the meters are on aggregate values and not on individual data flows [Req 56].

Total throughput can be calculated from this information as can an overall assessment of reliability.  Transit delay will have to be determined by use of periodic echo packets between all entry points and all exit points.  The echo packets will need to be sent at various ATSC classes and priorities in order to determine the service levels for each ATSC class and priority [Req 57].

1.5.7.14 Objective 14: Monitoring of User Message Delivery

In monitoring the general performance objectives for user message delivery, it is necessary to define, for every application, at what point a “message” is considered to be submitted to the communication subsystem, and at what point it is considered to be received.  There is a finite possibility of user messages being lost or corrupted in the local end-systems, or of failure to resolve a recipient address correctly after the message is deemed to have been submitted.  There is also the possibility of message submission being refused at source (e.g.  due to lack of local resources), but such messages would not be included in the non-receipt statistics.

For ATN applications, a “User” message can be considered as submitted or received when it crosses the ASE service boundary.  Although there is no requirement for the abstract ASE service to be physically realised, there would seem to be a requirement, from a performance management standpoint, that an event is logged whenever a user message crosses the notional ASE service boundary.  [Req 58].

The requirement is to detect user messages which were submitted and then either:

a) mis-delivered (i.e.  delivered, but to a peer user other than the intended recipient),

b) not delivered to the intended recipient (lost or mis-delivered), with notification to the originator, 

c) not delivered to the intended recipient, with no notification to the originator.  

Two approaches are possible:

a) In the direct end to end approach, user messages submitted and received are logged at each peer user system and the logs are later compared in order to detect mis-matches.

b) Alternatively, the probability of message loss occurring within the peer end systems could be computed by analysis of local traces, and the probability of message loss or mis-direction by the ICS computed separately, and then the figures combined.

In any case, it is not possible to monitor the non-receipt statistics in real-time.  The analysis must be performed off-line, probably by statistical sampling rather than analysis of every user message.  The non-receipt statistics must then be aggregated over an agreed period of time.  [Req 59].

1.5.7.15 Objective 15: Monitoring of User Message Transfer Times

There is no general purpose mechanism to measure transit delay between application users.  An unconfirmed application message such as an ADS Report, has no acknowledgement, and in such cases the transit delay can only be definitively measured by use of time-stamps.

On the other hand, a confirmed application service, such as CM-Logon, does provide an acknowledgement, but this has no real-time constraints and is thus unsuitable for measurement of transit delay.  Other application services have optional responses, such as CPDLC LACK messages, and these could potentially be utilised to measure round-trip times when present.  However, the processing delay within the target system is potentially significant and will need to be independently measured and factored out.

A strategy for measurement of transit delay will need to be developed for each type of application.  For unconfirmed application messages, this will need to be based on timestamps and synchronised clocks, or else some kind of system management echo function will have to be defined.  For confirmed application services this may use the application’s own acknowledgement procedures.

To measure transfer times directly would require time-stamping of all application data at the moment it is submitted to the communications subsystem for sending.  Then, assuming synchronised clocks across the ATN, the receiving system can directly compare the times of sending and receiving.  If clocks are not synchronised, it would be possible to estimate the time differential between pairs of systems by the exchange of calibration messages.  

However, there is no systematic time-stamping of application APDUs in the currently-defined ATN applications.  Time stamps are available in:

a) All CPDLC uplink and downlink messages, where the date/time can be set, with 1 sec resolution, by the CPDLC-User.

b) All ADS reports sent air-ground, with 1 sec resolution.

Use should be made of application time-stamps, where available, to estimate the end to end transfer delays of user messages.  [Req 60].

Where application messages are not time-stamped and/or there is no time synchronisation, the “typical” transit delay can be estimated via a round trip exchange.  The measure then includes “budgets” for human response times, system processing times and communication transit delays.  If no dialogue was in place, the delay includes the connection establishment delay and the transfer delay for the two messages.  Otherwise, the delay includes the data transfer delay for the two messages only.

For each confirmed application service, the mean and maximum round trip delay values can be measured directly.  [Req 61].

For all applications, including unconfirmed services, the transfer delay can be estimated by factoring out the delay imposed by the ATN internet and upper layers from the delay imposed by the human response time and system processing time.  The latter will be fairly static, while the ATN internet transit delays can be determined as described in 2.2.2.1.4.

The objective is to maintain a log of user message transfer times vs.  requested ATSC class for offline statistical analysis.  Over a given period, the mean, 95% and 99.996% end to end transfer delays can then be computed for received user messages for each ATSC class.  [Req 62].

Note that it is not necessarily an error when an individual message exceeds one of the transfer time thresholds, since a finite percentage of messages are allowed to exceed the delay thresholds.  The question remains whether or not to:

a) signal to the peer users when an individual message exceeds one of the transit time thresholds, or

b) notify the system manager when an individual message exceeds one of the transit time thresholds.

1.5.8 Summary of Performance Management Requirements

The following requirements have been derived from the preceding analysis.  There is also an implicit requirement [Req 63] to be able to selectively enable and disable event logging where a requirement to log an event is identified.

1.5.8.1 General

1. All ATN systems are required to keep local event logs for the recording of designated systems management events.  Some mechanism must also be provided to transfer these logs to an offline processor. [REQ 1].

2. All ATN Systems are required to log each successful and each unsuccessful attempt to establish a connection over a connection mode subnetwork. [REQ 24].

3. All ATN Systems are required to log the number of successful and unsuccessful attempts to send a packet over a connectionless subnetwork. [REQ 24].

4. All ATN Systems are required to log the number of packets sent and received over each subnetwork or subnetwork connection, and to count the volume of data sent and received, analysed by priority and ATSC Class. [REQ 26, REQ 32, REQ 38].

5. All ATN Systems are required to log the time of uncommanded loss of a subnetwork connection. [REQ 28].

6. When possible, ATN systems are required to log the time of each failure to transmit a packet over a connectionless subnetwork, and time of the next successful transmission attempt. [REQ 28].

7. All ATN Systems are required to keep a count of the number of packets received with a CLNP header checksum failure. [REQ 30].

8. When Deflate is implemented, ATN Systems are required to keep a count of the number of packets received with a Deflate checksum failure. [REQ 30].

9. On each connection mode subnetwork, an ATN system is required to log the time at which each connect request is sent and the time at which the connection is successfully established. [REQ 34].

10. All ATN Systems are required to monitor average queue length analysed by priority during each sampling period, and to generate a notification when the average queue length exceeds a set threshold (high watermark) or drops below another set threshold (low watermark). [REQ 40, REQ 41].

11. When subnetworks or subnetwork connections can be dynamically managed, Systems Management actions are required to be available to activate and deactivate them. [REQ 42].

12. It should be possible to selectively enable and disable event logging where a requirement to log an event is identified. [REQ 63].

1.5.8.2 End System

1. The user application is required to record, in a local log, each successful attempt to establish an end-to-end connection [REQ 2].

2. The user application is required to record, in a local log, each unsuccessful attempt to establish an end-to-end connection [REQ 3].

3. The transport layer is required to record, in a local log, the number and total size of user messages sent on each transport connection, in a measurable time period. [REQ 5, REQ 15].

4. The transport layer is required to record, in a local log, the number and total size of user messages received, with and without errors, on each transport connection, in a measurable time period. [REQ 6, REQ 15].

5. The transport layer is required to record, in a local log, each connect request, and the time at which the connect request was issued. [REQ 18].

6. The transport layer is required to record, in a local log, the time of each successful connection establishment. [REQ 19].

7. The transport layer is required to record, in a local log, each uncommanded transport connection loss. [REQ 8].

8. The transport layer is required to record the measured round trip delay between transmission of a TPDU and its acknowledgement together with an indication of whether the TPDU marks the end of a TSDU. [REQ 10].

9. When authentication is implemented, authentication failures shall be logged. [REQ 13].

10. The Dialogue Service is required to record, in a local log, each connect request, and the time at which the connect request was issued. [REQ 17].

11. The Dialogue Service is required to record, in a local log, the time of each successful connection establishment. [REQ 19].

12. The number, average and maximum size of CLNP packets sent and received during a reporting period are required to be logged.  These are to be analysed by ATSC Class and priority, and by each data link. [REQ 21].

13. The mean transit delay of packets through an End System is required to be measured under various loading conditions. [REQ 22].

14. An event is required to be logged whenever a user message crosses the notional ASE service boundary. [REQ 58].

15. Use should be made of application time-stamps, where available, to log the end to end transfer delays of user messages. [REQ 60].

16. For each confirmed application service, the round trip delay between request and confirmation messages should be logged. [REQ 61].

1.5.8.3 Router

1. ATN Routers are required to keep counts of packets forwarded and data volumes, analysed by priority and ATSC Class. [REQ 39].

2. ATN Routers are required to log packet discards by discard reason. [REQ 43].

3. When the rate of packet discards due to congestion in a given period exceeds a defined threshold, then a notification should be sent to a network manager. [REQ 44].

4. System specific parameters that affect forwarding performance should be logged [REQ 45].

5. Changes to the number of entries in a Router’s FIB should be logged. [REQ 46].

6. ATN Routers are required to log each route received and each route advertised to another router, recording the time received/advertised. [REQ 47].

7. ATN Routers are required to maintain synchronised clocks, to a specified accuracy, for event logging purposes. [REQ 48].

8. An Air/Ground Router should log the establishment and termination of adjacencies with Airborne Routers [REQ 50].

9. An Air/Ground Router should log the establishment and termination of subnetwork connections with Airborne Routers [REQ 51].

10. Depending on the performance assessment model adopted, ATN Routers may be required to meter each data flow, counting number of packets and data volumes for each identified data stream, where a data stream is identified by a unique combination of source, destination, priority and ATSC Class. [REQ 53].

11. Depending on the performance assessment model adopted, ATN Routers may be required to meter the number of packets and data volumes received from each identified source and sent to each identified destination.  Separate meters are required for each ATSC Class and priority. [REQ 56].

1.5.8.4 Offline Analysis Tools

1. A tool is required to process logs of connection establishment successes and failures in order to determine the service availability. [REQ 4].

2. A tool is required to process logs of messages sent and received on individual transport connections and to correlate the logs at both ends of the same transport connection, in order to determine reliability. [REQ 7].

3. A tool is required to analyse transport layer logs for uncommanded transport connection disconnects and the later successful re-establishment to the transport connection to the same destination, if any.  This is to measure service continuity. [REQ 9].

4. A tool is required to analyse TPDU round trip delay logs in order to estimate the average transit delay per user message. [REQ 11].

5. A tool is required to analyse the user messages recorded (both airborne and ground).  The tool shall correlate individual messages and compare them for any loss of data integrity.   [REQ 12].

6. A tool is required to analyse logs of security authentication failures, in order to assess the data integrity achieved. [REQ 14].

7. A tool is required to analyse logs of messages sent and received per transport connection, correlated with application type, in order to determine the achieved throughput for each application. [REQ 16].

8. A tool is required to analyse End System logs to determine the load placed on the network by the End System. [REQ 23].

9. A tool is required to analyse subnetwork access logs in order to derive the percentage availability of each subnetwork. [REQ 25].

10. A tool is required to analyse subnetwork usage logs, to correlate the logs of all users of a given subnetwork, and hence to determine subnetwork reliability. [REQ 27].

11. A tool is required to analyse subnetwork logs in order to determine the continuity of service. [REQ 29].

12. A tool is required to analyse packet received counts, and CLNP Header and Deflate checksum failures in order to assess subnetwork integrity. [REQ 31].

13. A tool is required to analyse logs of data volumes sent over each subnetwork in order to determine the achieved throughput. [REQ 33].

14. A tool is required to analyse logs to determine the connection establishment delay for subnetworks, transport and dialogue services. [REQ 35, REQ 20].

15. A tool is required to analyse logs of subnetwork usage in order to compare achieved utilisation against available capacity and hence to identify where excess capacity may exist. [REQ 36].

16. A Network Design Model is required for capacity planning purposes. [REQ 37].

17. A tool is required to analyse router logs of packets forwarded and discarded and hence to assess router throughput. [REQ 43].

18. A tool is required to measure route convergence rates and to predict future trends in route convergence rates. [REQ 49].

19. A tool is required to analyse the impact on an Air/Ground Router of the number of Airborne Router adjacencies and subnetwork connections that it supports. [REQ 52].

20. Depending on the performance assessment model adopted, a tool may be required to analyse data stream meters in order to determine throughput and reliability as provided to each service user. [REQ 54].

21. A tool is required to generate echo packets in order to measure roundtrip delay and hence transit delay for each identified data stream. [REQ 55, REQ 57].

22. Depending on the performance assessment model adopted, a tool may be required to analyse meters at entry and exit points in order to determine throughput and reliability as provided by the Service Provider. [REQ 56].

23. A tool is required to compare end system logs of user messages sent versus those delivered, non-delivered and mis-delivered.  The non-receipt statistics must then be aggregated over an agreed period of time.   [REQ 59].

24. A tool is required to analyse logs of user message transfer times vs.  requested ATSC class.  Over a given period, the mean, 95% and 99.996% end to end transfer delays should be computed for received user messages for each ATSC class. [REQ 62].

1.5.8.5 Open Issues

1. A strategy is required on a per subnetwork basis to measure transit delay over that subnetwork.

2. Subnetwork specific monitoring criteria need to be developed.

3. There is the potential need for an industry group to collate together ISP performance statistics and to plan development of future capacity.

4. The question remains whether or not to signal to the peer users and/or notify the system manager when an individual user message exceeds one of the transit time thresholds.

5. A strategy for measurement of transit delay will need to be developed for each type of application.

1.5.9 "User" Communications Performance Over ATN

1. Communications performance (per Doc.  9705, Table 1-1, ATSC class specifying 95% one-way transit delay) is specified by "user" systems in the initial connection request for e.g.  CPDLC, ADS, or CM.

2. The sender of a user message thus requests that a particular ATSC class be assigned to that message.  The ATN Internet will use best endeavours to honour that request.  If the requested ATSC class is unavailable, the first known ATSC class higher than that requested or, if there is no such route, the first known route of lower ATSC class than that requested is provided.  

3. The recipient of a user message knows the ATSC class requested for the current dialogue, but has no knowledge of the ATSC class(es) of the route actually used.  (For example, for CM, the ground "user" system has no means of knowing the ATSC class available or used for the CM Logon request, i.e.  the ground "user" system is unaware of the sub-network used, or the comm performance available, at time of log-on).

4. For example, when a "user" system requests a connection, it specifies an ATSC comm class C or D, e.g.  within a CPDLC_connect_request issued by a ground system.  If the requested 'C' is not available, and there is no better class available, the next best would be offered until 'no preference' is reached.

Neither the requesting nor confirming "user" is notified of the class eventually used.

5. If communication via any path, at any class, is or becomes completely unavailable, the "user" is notified by a provider abort (i.e.  in the example case, TP4 notifies the Dialogue Service, which notifies the CPDLC ASE, which notifies both the air and ground "user" systems via the CPDLC-provider-abort service).

6. The ATSC class established and made available for a connection is dependent upon sub-network availability (e.g.  VHF, Mode-S, Satellite), and performance subsequently provided to the "users" can therefore change after connection is established if, for example, a sub-network becomes available or is temporarily lost.  This can happen between "user" messages, or within the same "user" message, and will result in a performance increase or degradation over that previously observed for these "users".

The requesting "user" is not notified of any such changes, but must infer it from observed performance.

7. System Management (SM) functions could report e.g.  excessive delays, based on monitoring done by protocol layer (e.g.  transport, CPDLC ASE).

The output of such SM functions could for example be communicated to technical watch facilities, or the "user" systems, if desired.  This has not yet been specified.

Such notifications could then be used for example to terminate communications if the offered performance went too low, though this would ignore the fact that any degradation could be only temporary.

SM functions are designed for communications system monitoring, and not for "user" service observation.  Therefore, use of SM functions may provide information to the "users", but should not be viewed as a replacement for operational datalink Service level monitoring.

8. Recommendations for initial ATN datalink operations have been made in other fora as follows:

a) End Users should identify requirements for the System Manager specifications to enhance, but not replace, Service level monitoring.  This could include e.g.  aborting the link based on performance observed for other "users" and this aircraft (e.g.  AOC exchanges), or aborting the link if the available sub-networks are reduced to only those known to be incapable of meeting the originally specified class of service based on static definitions.

b) ATN "user" systems should consider implementing timer monitoring functions for CPDLC connection requests, and connection triggering messages for ADS, to establish the current performance being offered.

c) ATN "user" systems should consider implementing timer monitoring functions for other regular exchanges, at the Service Level, to identify changes in performance levels.  The aim would be to terminate the connection if performance drops below that operationally required for datalink in the area concerned.

For those End User systems which use Logical Acknowledgements, CPDLC round-trip monitoring could be based on LACK messages.

Accounting Management Requirements

Editor’s Note.— The content of this section is mostly imported from the working paper “ATN Accounting Management Requirements” Draft 2.0 by S.  Tamalet (ATNP/WG1/JSG-SM/WP11-10, WG2/WP501).

This chapter is concerned with the derivation of Accounting Management Requirements for the ATN Internet

It must be noted that the purpose is not to propose a charging model for the ATN (this is up to the organisations which individually or together will define the tariff principles).  The only purpose of this chapter is to define management capabilities that can be implemented within the ATN systems in support of the accounting process.  In order to achieve this objective, this chapter considers possible charging models and draws the list of associated accounting management requirements.  It then specifies management capabilities that satisfy these requirements.

1.5.10 Accounting Management Objectives

1.5.10.1 Motivation for Accounting 

Accounting Management involves the collection of resource consumption data for the purposes of capacity and trend analysis, cost allocation, auditing and billing.  Since each of these tasks have different reliability requirements, it is worthwhile to discuss each task in detail.

1.5.10.1.1 Trend analysis and capacity planning

Accounting statistics provide feedback to the user on the use of network resources.  The user can better understand the network behaviour and measure the impact of modifications made to improve performance or reduce costs.  

In trend analysis and capacity planning, the goal is typically to forecast future usage.  Since such forecasts are inherently imperfect, absolute reliability in accounting data collection is typically not required.  As a result, moderate data loss can typically be tolerated in such applications.

In certain cases, it may be desirable to use statistical sampling techniques to reduce data collection requirements while still providing the forecast with the desired statistical accuracy.  Such a sampling process may be insensitive even to large amounts of data loss as long as bias is not introduced.

1.5.10.1.2 Billing

Implementation of the ATN will incur a considerable capital expenditure, and it will also have significant running costs.  It will be necessary to charge the ATN users, so that the investment can be recovered, and the running costs funded.  Where ATN development has been funded by commercial investment, it will also be necessary to provide a return on the investor’ capital.  Accounting can be used as the basis for billing.

When accounting data is used for billing purposes, the requirements differ based on whether the billing process requires information on usage.  A billing process that does not require usage information to prepare an invoice can be said to be non-usage-sensitive.

Since by definition, non-usage-sensitive billing does not require usage information, in theory all accounting data can be lost without affecting the billing process.

Since usage-sensitive billing processes depend on usage information, data loss may translate directly to revenue loss.  As a result, the reliability and security requirements are greater; the billing process may need to meet requirements arising from financial reporting standards, or legal requirements, and therefore an archival approach may be required.  In archival accounting, the goal is to collect all accounting data, to reconstruct missing entries as best as possible in the event of data loss, and to archive data for a mandated period.

1.5.10.1.3 Auditing

Auditing, which is the act of verifying the correctness of a procedure, commonly relies on accounting data.  

From the perspective of a user, auditing tasks include verifying correctness of an invoice submitted by a service provider.  To permit a credible audit, the accounting data collection methods put in place must be at least as reliable as those used by the invoicing service provider

From the perspective of the network provider, auditing tasks include the verification that usage is conforming to usage policy, service level agreements, or security guidelines.  Usage reports might show whether or not a subscriber is in compliance with the stated policies for quantity of network usage.  Reporting alone is not sufficient to enforce compliance with policies, but reports indicate whether it is necessary to develop methods of enforcement.

1.5.10.1.4 Cost allocation

Accounting can also be used for the purpose of allocation of costs and billback to partners in a venture or between departments in a single organisation.  Systems developed for this purpose are typically as concerned with reliability as are billing applications.

1.5.10.2 Deterrents to Accounting Management

The chief deterrent to accounting management is the cost of measuring usage, which includes:

· Reporting/collection overhead.

This offers an additional source of computational load and network traffic due to the counting operations, managing the reporting system, collecting the reported data, and storing the resulting counts.  Overhead increases with the accuracy and reliability of the accounting data.

· Post-processing overhead.

Resources are required to maintain the post-processing tasks of maintaining the accounting database, generating reports, and, if appropriate, distributing bills, collecting revenue, servicing subscribers.

· Security overhead.

The use of security mechanisms will increase the overall cost of accounting.  Since accounting collects detailed information about subscriber behaviour on the network and since these counts may also represent a flow of money, it is necessary to have mechanisms to protect accounting information from unauthorised disclosure or manipulation.

The balance between cost and benefit is regulated by the GRANULARITY of accounting information collected.  This balance is policy-dependent.  To minimise costs and maximise benefit, accounting detail is limited to the minimum amount to provide the necessary information for the research and implementation of a particular policy.

1.5.11 Introduction to ATN accounting issues

1.5.11.1 Network Policy and accounting

Accounting requirements are driven by policy.  Conversely, policy is typically influenced by the available management/reporting tools and their cost.  This section is intended to provide additional background for understanding the problems involved in implementing a simple, adequate accounting model.

Determining an appropriate charge on each user is potentially a complex problem.  The ATN will consist of networks of varying sizes and capacities, operated both by administrations and commercial organisations.  Subsidies and funding mechanisms appropriate to non-profit organisations often restrict commercial use or require that "for profit" use be identified and billed separately from the non-profit use.  Tax regulations may require verification of network usage.  Some portions of the ATN will be distinctly "private", whereas other ATN segments will be treated as public, shared infrastructure.  Each of the administrations may have different policies and by-laws about who may use an individual network, who pays for it, and how the payment is determined.  Also, each administration will balance the OVERHEAD costs of accounting (metering, reporting, billing, collecting) against the benefits of identifying usage and allocating costs.

Different billing schemes may be employed.  In certain cases a flat-fee, usage-insensitive model, similar to the monthly unlimited local service phone bill, could be sufficient and could be preferable for financial, technical, or other reasons.  In other cases, usage-sensitive charges may be preferred or required by a local administration’s policy.  The wishes of ATN users with low or intermittent traffic patterns may force the issue (flat fees are beneficial for heavy network users.  Usage-sensitive charges generally benefit the low-volume user).

Also, the ATN will include service providers of different types: there will typically be organisations specialised in the provision of (mobile and/or fixed) subnetwork services, others focusing on the provision of ATN internet communications services (i.e.  services consisting of relaying and forwarding ATN CLNP packets on paths that allow the CLNP packets to reach or get closer to their destination), and organisations providing ATN applications services.  Certain organisations will provide a combination of the above services.  

1.5.11.2 General assumptions

Although the exact requirements for accounting will vary from one organisation to the next and will depend on policies and cost trade-offs, it is possible to characterise the problem in some broad terms and thereby bound it.  

Trying to find a generalised accounting model that covers all subnetwork, internetwork and application services accounting issues is overly complex.  In order to simplify the problems the following assumptions are made:

a) Subnetwork accounting, ATN internet service accounting and application accounting are considered to be three independent activities.  When an organisation provides a combination of these services, it is assumed that the organisation takes separate accounts for the usage of every individual service.  For instance, the organisation is assumed to be organised in multiple departments, each being responsible for the provision of a particular service and for the associated accounting process.

b) When subnetwork accounting is performed for the purpose of billing, the users charged for the use of the subnetwork are the direct customers of the subnetwork service (i.e.  the organisations directly connected to the subnetwork), irrespective of any consideration about the actual ATN internet end user or ATN application end user that is at the origin of the traffic that crosses the subnetwork.  

c) When ATN internet communications service accounting is performed for the purpose of billing, the ATN Internet service provider charges its customers irrespective of any consideration about the ATN application end user that is at the origin of the internet traffic.  ATN internet charges can be used by the ATN ICS provider to recover the subnetwork communications charges incurred for the provision of the ATN ICS service.

Note: ATN Internet charging arrangements at the interconnection between two ATN Internet Service providers is a special issue that is introduced in the next section.

d) When ATN application services accounting is performed for the purpose of billing, the ATN application services provider charges the ATN application end users.  The charges can be used to recover the ATN internet communications charges incurred for the provision of the ATN application service.

1.5.11.2.1 Interconnection

1.5.11.2.1.1 General

Referring to existing practice in commercial data communications, a number of basic principles can be identified regarding the interconnection of network resources owned or operated by different parties:

a) Owner interconnection of network resources, requires a bilateral agreement between the operators of the RDs, identifying the technical and administrative aspects of the interconnection

b) A clear distinction is made between « retail » and « wholesale » interconnection.  With a retail interconnection, one party makes the interconnection as a consumer of a service, and the other as a supplier.  With a « wholesale » interconnection, both parties make the interconnection as part of the supply of service to customers.

c) A “retail” interconnection is between a Service Provider and a User, and the User is charged for the cost of the interconnection and for the value-added service provided.

d) A “wholesale” interconnection is between two Service Providers and such an interconnection exists because it is in the business interest of both parties or required by a national law enforced by a regulator or some other statutory body.

e) Both parties share the cost of a “wholesale” interconnection, and value added service charges are shared either on the basis of “sender keep all”, or by an agreement providing financial compensation for traffic imbalances

Certain organisations (typically the ATSOs) will interconnect partly as independent users directly exchanging data and partly as service providers, providing a communications path between another organisation and an aircraft, and possibly between two other organisations.  The hybrid nature of the interconnection may need to be recognised, and the different natures of traffic (ground/ground vs. air/ground) recognised, and separately accounted for.

1.5.11.2.1.2 Charging models in the context of a “wholesale” interconnection

The above provides a common basis for interconnection.  However, complications arise if Service Providers interconnect through another Service Provider.  A typical example is a service provider in country « A », passes data for the delivery to destinations in country « C », to a service provider in country « B ».  There are three possible charging models for this scenario:

1. “Sender keeps all”: this is the simplest model, in which the first service provider in the delivery chain keeps all the revenue and the others receive nothing.  It is satisfactory when traffic flows are balanced and there is little opportunity for competition between the service providers.

2. “Multiple bilateral agreements”: the first service provider in the delivery chain negotiates a separate bilateral agreement with each service provider en route, and shares the revenue according to that agreement.  Typically a traffic balance is assumed as the normal situation, with financial compensation agreed in the event of imbalances during an accounting period.  This approach is satisfactory provided the route can be computed in advance and does not vary dynamically.

3. “Incremental charging”: the bilateral interconnection agreement between service providers separately itemises the total cost of delivering packets to destinations not served directly by the service provider, including charges payable to other service providers en route.  The charging arrangements are similar to a retail interconnection and it is up to each service provider to route the packets to their destination along the most appropriate route.  The route may vary and does not have to be known in advance by the sender.

1.5.12 Accounting management requirements analysis

1.5.12.1 Analysis of Subnetwork accounting management requirements

Subnetwork charging is very dependent on the type of the subnetwork and is determined by the charging policy of the Subnetwork Service provider (SNSP).  Each subnetwork will have its own charging model fixed by the SNSP.

Hence, subnetwork service accounting is primarily of a concern for the subnetwork service providers (SNSPs).  Except in the particular case of the adoption of a usage insensitive accounting policy (i.e.  a flat fee  approach), the subnetwork service providers need to perform the measurement of the amount of service consumed by their users.  The requirement is generally to record for each subscriber the characteristics of every established subnetwork connection, the duration of these subnetwork connections and the number of packets and/or octets exchanged over these subnetwork connections.  This is usually resolved by implementing a meter function at the point of attachment of the subscriber to the subnetwork.  This functionality is generally implemented within the equipment providing the subscriber with access to the subnetwork service, or within a dedicated device located at the attachment point.  This function is not specified in the ATN provisions.  Subnetwork accounting for an SNSP does not therefore put any requirements for accounting capabilities within an ATN System.

Subnetwork accounting may also be of interest for the Subnetwork Service User (SNSU).  For instance, an SNSU may wish to perform subnetwork accounting in order to verify that the communication charges do correspond to the real consumption, or to control that the current consumption does not exceed a specified quota.  In addition, the SNSU may wish to monitor how the subnetwork service is consumed and know which proportion of the subnetwork service consumption is to be associated to different upper layer services or end users.  Possibly this can be used to charge back the subnetwork service that is consumed in the provision of an upper level communication service.  For instance, an organisation operating an A/G BIS connected to a mobile subnetwork may wish to know which ATN Internetwork Service users are at the origin of the traffic observed on the mobile subnetwork.  

An SNSU may therefore have the following accounting management requirements:

a) To know the amount of subnetwork service that is consumed

b) To know the amount (or proportion) of subnetwork service consumed by individual upper layer service or upper layer service (end) users.

These requirements can be satisfied with the implementation of a meter function implemented within  the equipment connected to the subnetwork or within a dedicated device located at the attachment point.  

When the equipment connected to the subnetwork are ATN ESs or ISs, it may be therefore desirable to the local organisation that these ATN systems implement subnetwork accounting meter functions that meet the above requirements.

The first requirement can usually be easily satisfied by implementing the appropriate counters within the SNAcP layer of the ATN system.  If accounting management is performed for the purpose of trend analysis and capacity planning, simple counters of packets and octets of data units exchanged over the subnetwork and for each subnetwork connection are sufficient to satisfy the requirements [REQ1].  If subnetwork accounting management is performed for auditing purposes, it may be required to implement, within the ATN systems, the same counters as the ones used by the SNSP in the construction of their tariff [REQ2].  The public subnetwork operators generally construct their tariff on the basis of a standard set of counters that is specified in an ITU-T Recommendation.  For instance for X.25 subnetworks, ITU-T Recommendations D.10, D.11 and D.12 define the provisions of the tariff principles applying to international packet switched public data communication services.  

In order to avoid the loss of subnetwork accounting data, the implemented counters must be regularly monitored by a management system or logged by the ATN system [REQ 3].

The second requirement cannot easily be satisfied by implementing counters within the SNAcP layer of the ATN systems.  It would require the accounting meter function to interpret the content of the data part of every exchanged subnetwork data packet, and to extract and use the upper layer PDU fields that allow the accountable upper layer services or end users to be identified.  This task can become particularly complex when the upper level PDUs are compressed, as may be the case in the ATN.

This second requirement can possibly be more easily achieved as part of the ATN internetwork service accounting process that is discussed in the next section.

1.5.12.2 Analysis of ATN ICS accounting management requirements 

1.5.12.2.1 Introduction

In the ATN, a number of organisations will provide ATN Internetworking services, i.e.  services consisting of relaying and forwarding ATN CLNP packets on paths that allow the CLNP packets to reach or get closer to their destination.

It is assumed that some of these organisations will charge for this ATN Internetworking service.  Hence it can be assumed that some organisations will have an interest in ATN ICS accounting, for the purpose of either determining or verifying the charges.  This section examines the potential accounting management requirements associated with the provision/use of ATN internet communications service.

1.5.12.2.2 Analysis of accounting requirements associated with non-usage-sensitive charging policies

1.5.12.2.2.1 Introduction

There exists today an obvious reference to the way intenetworking communications services can be charged: this is the example of the Internet.  When considering ATN internet communications service accounting, it may be therefore of interest to consider first the charging practices that are currently in use in the Internet, and to identify the associated accounting management requirements.

From this, it will be possible to introduce potential ATN specific charging policies that may not be satisfied by the current Internet charging models, and to discuss the associated accounting management requirements.

1.5.12.2.2.2 Survey of the Internet pricing and accounting practices

1.5.12.2.2.2.1 Internet pricing practices

The way communications service over the Internet is charged to a user depends on the user access type.  There are two main ways for a user to access the Internet today:

a) Via leased lines for business users, and

b) ‘Dial-Up’ access for residential or small business users.

· Internet access prices (Leased Lines)

Access to the Internet via 64kbit/s and higher access speed leased lines is currently the most common way for organisations to provide/get services and content over the Internet.  Some organisations are accessing the Internet via ISDN but they are still in the minority.

In most countries, it is possible to obtain a 64 or more kbit/s leased line access to the Internet at a fixed rate per month with unlimited usage.  However, the quality of Internet access is emerging as an increasingly important issue.  In the case of Internet access pricing this takes on the added issue of whether charging practices need to be used as a tool to manage, or in some case ration, utilisation to maintain a certain quality of service level.  

Some Internet Access Providers (IAPs) have adopted pricing options that are based on the principle that they will discourage ‘saturated access links’.  The method chosen to achieve this is by increasing charges with average bandwidth utilisation.  In other words, a user with an average loading of traffic not exceeding a certain percentage (e.g.  25 per cent) of the available bandwidth would pay an attractive tariff.  On the other hand, the theoretical charge for using the final per cent of capacity (e.g.  from 75 to 100 per cent) would be at a very penalising rate.  Presumably most organisations would under these circumstances ration their use of available bandwidth or shift to higher access speed rather than maximise utilisation and incur punitive rates.  

According to the same principles, certain IAPs have adopted tariff principles where the monthly rental includes a certain volume (e.g.  0.5 Gbyte) per month of international traffic, and where additional international traffic, is additionally charged at a given rate per Kbyte.  Certain IAPs also apply such quotas on national traffic.  

However, in the highly competitive market that is the IAPs business, it seems that flat rate pricing with unlimited usage becomes the norm.  This could be explained by the fact that users generally prefer unmeasured pricing because they know in advance how much they will pay and, in the case of traditional leased lines, flat rates have represented a significant discount on volume based charges beyond  a certain point for the same volume of service.  This is also because the leased line access speed imposes anyway a physical limit to the amount of bandwidth used by the customers.  By fixing different (flat) fees as a function of the speed of leased line accesses, the IAPs have in fact the possibility to charge the users as a function of the volume of the communications.  The flat rate charge may simply be viewed as a charge of the 100 per cent utilisation of the leased line Internet access.

Flat rate pricing is no guarantee of low charges.  This is because the IAPs have anyway to recover their own costs, including the charges from PTOs on the use of national or international backbone capacity, with the balance of the tariff charged to their own customers.  With flat rate pricing, the costs incurred by the IAPs are passed on to the end customers in an uniform way, irrespective of the customers’ consumption.  Given certain usage patterns, volume based pricing can therefore be less expensive for a customer; the flat fees are beneficial to heavy network users, to the detriment of low volume users.

· Internet access prices (‘Dial-Up’)

The most common way for residential or small business users to access the Internet is by using a personal computer, modem and PSTN.  This is called ‘dial-up’ access to the Internet.

The charging practices and prices for ‘dial-up’ access to the Internet vary enormously throughout different countries and change also in time due to the market competition.  In general, ‘dial-up’ Internet access services were initially offered for a monthly subscription charge which included a fixed maximum on-line time per month (typically 20 hours), and a surcharge for every additional hour.  Certain IAP/ISPs proposed tariff options with peak and off-peak rates.  

The natural trend of the IAP/ISPs was therefore to use time-based policies for charging the ‘dial-up’ access to the Internet.

The market has become so competitive that offers of unlimited Internet access for a flat fee tend to be generalised (although time-based pricing options remain available for low volume users).  This again is explained by the fact that users generally prefer unmeasured pricing and also because the modems speed and the number of modems operated by the IAP/ISPs impose anyway a physical limit to the amount of bandwidth used by the customers.

1.5.12.2.2.2.2 Conclusion

Charging models in the Internet tend to become usage-insensitive.  The accounting policies are based on network parameters which change seldom, if at all (e.g.  the line speed of a physical connection) .  Such parameters require little monitoring.  The connection to the network is then charged to the subscriber as a flat-fee regardless of the amount, type and destination of traffic passed across the connection.  The tariff is constructed by the service provider as a function of the overall cost of the provision of the service to customers, and an average charge is computed that allows cost recovery and profit.  

Usage-insensitive access charges are considered by many to be sufficient and preferable to usage based charging for financial (predictable monthly charge), technical (low accounting overhead), and social (encouraging public-spirited behaviour) reasons.

1.5.12.2.2.3 Scenarios for flat rate pricing in the ATN

1.5.12.2.2.3.1 General

This section describes flat rate pricing scenarios in the ATN Internet based on the charging principles introduced in the previous section.

1.5.12.2.2.3.2 Scenarios of flat rate pricing for the ATN internet service users

Similarly to the case of the Internet, when considering the application of a usage insensitive charging policy on the ATN internet communications, it can be assumed that different charging scenarios would have to be envisaged depending on the ATN internet users access types.

There will be two main ways for the ATN Internet “Users” to access the ATN internet:

a) Via leased lines, or via ground WANs for ground user organisations, and

b) Via mobile subnetworks for aircraft.  

· ATN Internet access via leased lines or ground WANs

The ground end user organisations of the ATN Internet (airline HQ, airline offices, meteorological organisations, …) will typically access the ATN internet by connecting an ATN router or an ATN ES, via a leased line or a ground WAN (X.25, Frame Relay, …) to the router of an organisation providing ATN Internet Access Services (typically an IACSP such as SITA, ARINC, or an ATSO).

For these ground end user organisations of the ATN Internet, a flat rate or bandwidth-based charging model such as the ones used in the Internet today is a possibility.  The charging principle would be to have a monthly flat rate pricing fixed as a function of the access speed that is used.  Possibly also the price could have a volume component: the charge may increase beyond a certain level of utilisation of the ATN Internet access.

The only (potential) accounting requirement associated to this case relates therefore to the capability for the provider (and possibly the user) to monitor the volume (packets and octets number) of CLNP traffic exchanged across administrative domain boundaries.  It can be expressed as follows:

ATN routers are required to record the number of CLNP packets and the number of octets of CLNP packets exchanged in every direction over a subnetwork with each external adjacent ground BIS and ES.  [REQ4]
· ATN Internet access via mobile subnetwork

The aircraft will access the ATN Internet via interconnections over mobile subnetworks between the airborne router and air/ground routers operated by organisations providing ATN air/ground Internet access services.

The nature of mobile ATN interconnections has some similarities with Internet ‘Dial-Up’ access.  The charging principles in use for Internet ‘Dial-Up’ access  may then be potentially be applied to the ATN internet mobile communications (e.g.  a flat fee function of the number of aircraft of the airline that can use the service, with the charge possibly increasing after a given duration of utilisation).

However, the nature of mobile subnetworks is such that the amount of bandwidth available is not guaranteed.  Furthermore, the principles of ATN air/ground communications is such that mobile subnetwork connections must remain established (for routing purpose), independently of the AOC/ATSC traffic that is effectively transferred over the air/ground link.  For this reason, users may prefer to be charged, as a function of the volume of data that is successfully transferred over the mobile links, rather than on a bandwidth or connection time basis.  

On the other hand, air/ground BIS operators will have to dimension their A/G BISs infrastructure, more as a function of the number of concurrent mobile connections to be supported, than as a function of the volume of traffic.  These organisations should then be interested in having the time component taken into account.

The potential accounting requirements associated with this case are therefore the following:

a) ATN routers are required to record the number of packets sent and received, and the volume of data sent and received over each mobile subnetwork connection [REQ5]
b) ATN routers are required to record the duration of each mobile subnetwork connection [REQ6]
1.5.12.2.2.3.3 Flat rate pricing in the context of a “wholesale“ interconnection

In the previous sections, the accounting management requirements in support of a usage-insensitive charging policy have been considered in the context of a “retail” interconnection (i.e.  between an ATN ICS user and an ATN ICS provider).  This section considers the requirements in the context of a “wholesale“ interconnection (i.e.  between two ATN ICS Providers).  

In the context of a “wholesale“ interconnection, charging agreements will depend on the purpose of the interconnection.  Three different cases are identified: 

1. The “wholesale” interconnection is established in the interest of one of the 2 parties only.  This may be the case, for instance, between an ATN Internet Access provider and a regional ATN backbone service provider.  In such a case, there is a customer-provider relationship that is recognised by the 2 parties.  The interconnection is of the same nature as the one of a “retail” interconnection.  The cost of the service can be charged unilaterally to the organisation which is identified as the “user” of the interconnection.  Over such types of interconnection, a flat rate or bandwidth-based pricing could be applied.  The charging principle would be to have a flat rate pricing fixed as a function of the interconnection speed that is used.  Possibly also the price could have a volume component: the charge may increase beyond a certain level of utilisation of the ATN interconnection.  

2. The “wholesale” interconnection exists because it is in the business interest of both parties.

In such a case, both parties can share the cost of the « wholesale » interconnection, and value added service charges can be shared either on the basis of « sender keep all », or by an agreement providing financial compensation for traffic imbalances.  

Traffic imbalances can be determined by considering the cost and revenue of each party associated with each unit of volume of traffic exchanged over the interconnection, and by reporting these figures on the volume of traffic that is effectively exchanged over the interconnection.  Recording the number of packets/octets exchanged over the interconnection in each direction can then be sufficient to resolve the financial compensation issues.  

3. Complications of the case 2, above, arise if Service Providers interconnect through another Service Provider.  A typical example is when a service provider in country « A », passes data for the delivery to destinations in country « C », to a service provider in country « B ».  In that case, a portion of the interconnection between the service provider in country “A” and the service provider in country “B” is used in the interest of the former only.  The service provider in country “A” not only collaborates with the service provider in country “B” for traffic exchanged between “A” and “B”, but also uses the transit services of the provider in country “B” for making profit on the traffic exchanged between countries “A” and “C”.  In that case, the interconnection must be understood as being a combination of the cases 1 and 2 above.  The hybrid nature of the interconnection needs to be recognised and the different natures of traffic (case 1 and case 2) may need to be separately accounted for.

Faced with this kind of interconnection, the providers in countries “A” and “B” may wish to monitor which proportion of traffic exchanged over the interconnection corresponds to case 1 and to case 2.  It might therefore be necessary for these organisations to implement meters within the routers that are able to segregate, and separately account, flows that have different groups of destinations.  These requirements can however be relaxed, if providers in country “A” and “B” can find an agreement in which the provider in country B offers to the provider in country “A” an unlimited transit service usage via the hybrid interconnection, for some financial compensations.  

1.5.12.2.2.3.4 Conclusion

ATN internet charging issues could be resolved in a simple way by adopting flat rate pricing strategies similar to the ones used in the Internet today.  The flat rate pricing principles may be attractive to the end user organisations of the ATN Internet because they will be able to know in advance how much they will pay.  They may also be of interest for the ATN Internet access and service providers since they simplify greatly the accounting process.

1.5.12.2.3 Analysis of accounting requirements associated with usage-sensitive charging policies

1.5.12.2.3.1 Introduction

Non-usage-sensitive charging policies may not be satisfactory to the users or the providers.  Usage-sensitive charges may be preferred or required by a local organisation’s policy.  The wishes of subscribers with low or intermittent traffic patterns may also force the issue.

With usage-sensitive charging policies, the tariff is constructed as a function of certain traffic parameters.  In some cases, where usage sensitive accounting is used, costs ceilings and floors may still be established by static parameters to satisfy the need for some predictability.  But anyway, the traffic parameters from which the tariff is constructed require monitoring.  

In the ATN Internet, the parameters that could potentially be taken into account in the construction of a tariff are the following, or combinations of them:

a) The volume of traffic exchanged (packets and octets number): users and/or providers may consider that the cost of the service must be proportional to the amount of data that is transferred

b) The traffic type: certain types of traffic are more demanding in terms of Quality of Service, and will require the implementation of a highly reliable and perfomant ATN internet infrastructure (e.g.  redundant routers, trunks with spare capacity, fault tolerant systems, etc.).  The users and providers may wish to have the associated extra cost of this infrastructure apportioned to the users at the origin of the traffic with high quality of service requirements.

c) The priority of the traffic: for the same reasons as for the traffic type, it might be desirable to have the cost of the service determined as a function of the priority of the traffic.

d) The source and destination NSAP addresses: long distance traffic may have to pass over costly transoceanic trunks or may have to be relayed by multiple transit service providers wishing to be paid back.  The users and providers may wish to have the associated extra cost apportioned to the users at the origin of the long distance traffic.

In the following sections, potential usage-sensitive ATN ICS charging scenarios are analysed with the aim of identifying the requirements in terms of accounting management capabilities to be implemented within ATN systems.  

It must be noted that a network administrator may not only be interested in the accounting of traffic crossing the boundaries of its administrative domain, but may also wish to perform accounting within its own administrative domain.  For instance, accounting can be used within an Administrative domain in order to keep track of flows between individual ESs in the domain or between individual parts of the domains.  Accounting may also be used within an Administrative Domain, with the objective to apportion costs for the network management activity, to individual ESs or the departments that owns the ESs.  Individual departments or ESs may then be charged internally for their own consumption of the communication resources.  

It will however be considered that accounting within an administrative domain introduces a consumer-provider relationship within the administrative domain, which is not different from the consumer provider relationship existing at the boundaries of the administrative domains.  Hence it is assumed that accounting within an administrative domain does not require particular accounting management capabilities additional to those that may be identified for cross domain traffic accounting.  

ATN ICS accounting requirements for cross domain traffic depend for an organisation on the nature of the interconnections that this organisation may have with other organisations (see section 2.3.2.2.1), and on the charging models in action over these interconnections (see section 2.3.2.2.1.2).  

Section 2.3.3.2.3.2 examines potential usage-sensitive ATN ICS charging scenarios and associated accounting requirements, in the context of a retail interconnection.

Section 2.3.3.2.3.3 considers charging scenarios and accounting requirements, in the context of a wholesale interconnection.

The particular case of hybrid interconnection is analysed in section 2.3.3.2.3.4.

Section 2.3.3.2.3.5 discusses the potential accounting requirements associated with the need to charge the air/ground ATN Internet communications.

1.5.12.2.3.2 ICS Accounting requirements in the context of a retail interconnection

As introduced in section 2.3.2.2.1, a retail interconnection is between a service provider and a user, and the user is charged for the cost of the interconnection and for the communication over this interconnection.

In this context, the network administrator of the service provider is usually not interested in accounting for individual End Systems of the user organisation.  The primary concern is accounting to the level of the user organisation.  The usual scenario is therefore that the provider will send the user an aggregate bill (or other statement of account) for its use of resources.  When the user receives an aggregate bill from the provider, if the user organisation wishes to allocate the charges to end users or departments within its administrative domain, it is its own responsibility to collect accounting data about how they used the resources of the provider.

For the service provider, the basic requirement is therefore to implement a meter that provides an aggregate count of packets sent and received to/from the user organisation without further information on which particular ESs (or departments) of the user organisation are involved in the communications.  However, the service provider might require to examine the flow with a finer granularity when parameters of the packets have a direct effect on the tariff that is to be charged to the user.  For instance, if the provider charges differently for packets as a function of the packet priority, traffic type, or remote source/destination address,  the provider may require that the meter counts separately packets with different priorities, traffic types, and remote source/destination address.  

More specifically, the requirement is that the meter segregates the user traffic into individual flows on the basis of the remote source/destination address prefix, and possibly of the priority and traffic type, and then logs, for each of these individual flows, a separate record memorising:

a) the user address prefix (typically the RDI), 

b) the remote source/destination address prefix, 

c) possibly the priority and the traffic type, and 

d) the number of packet/octets exchanged.  

The meter can be placed in (or at) the router (typically a BIS) that is interconnected with the user.

The service user might want to keep track of the communications of individual local ESs or departments that cross the domain boundaries.  It might therefore be necessary for the service user to implement meters that record the consumption of individual cross-domain flows from/to every local ES or department.  Accounted flows may have furthermore to be segregated according to the same parameters as the ones used by the provider in the construction of its tariff (e.g.  recording separate accounts for flows of different priority, traffic type, or remote source/destination address, and for every local ESs or department).  

The user requirement is therefore to log, for each individual cross-domain flow, a separate record memorising:

a) the NSAP address of the local ES (or the address prefix of the local area or RD), 

b) the remote source/destination address prefix, 

c) possibly the priority and the traffic type, and 

d) the number of packet/octets exchanged.  

This can be done with a meter placed in (or at) the router (typically a BIS) that is interconnected with the provider.

1.5.12.2.3.3 ICS Accounting requirements in the context of a wholesale interconnection

As introduced in section 2.3.2.2.1, a wholesale interconnection is between two service providers.  In the context of such an interconnection, ATN ICS accounting requirements for cross domain traffic depends on the charging models that has been agreed between the two organisations.

1.5.12.2.3.3.1 “Sender keeps all” charging model 

When this model is used, both providers receive the revenue from their own direct customers only.  There is no financial compensation exchanged between the two providers for traffic imbalances.  There are therefore no accounting requirements related to the traffic exchanged between the two service providers.  

1.5.12.2.3.3.2 “Multiple bilateral agreements” charging model 

When this model is used, the provider must redistribute parts of the revenue received from its customers to every other provider that has contributed in the conveyance of packets originated from (or destined to) these customers.  As an example, consider the figure, representing the interconnection of a number of service users and providers.

[image: image13.wmf]Filtering

segregation

recording

Accounting

Meter

Control

MO

Accounting

records

Input/

output

CLNP

packets

ACCOUNTING METER

Management

interface


Assume that Provider A receives a revenue from User X for the flows exchanged between Users X and Y.  With the “multiple bilateral agreements” charging model, Provider A would have to reimburse part of this revenue to providers B and C, since these providers participate in the conveyance of packets from X to Y.  In the same way, if Provider A receives a revenue from X for flows exchanged between X and Z, it would have to reimburse part of this revenue to Providers B and D.

This charging model introduces the following accounting requirements: 

a) The first provider in a chain of providers needs to segregate the traffic of its customers on the basis of the remote destination/source address, and maintain separate accounts.  This requirement was already identified in section 2.3.3.2.3.2.  Assuming that this provider knows, for every possible remote source/destination domain, the list of other providers on the path to this domain, then post processing accounting activities may allow the revenue to be returned to every other service provider to be derived from the individual accounts.

b) Providers that receive traffic from other providers may need to account this traffic in a way which allows them to verify that the other providers pay the due charges.  These providers will then need to segregate the traffic received from other providers, into individual flows, on the basis of the address prefix of the remote end user that is being charged for the flow, and to maintain separate accounts.  This can be done with a meter, placed in (or at) the routers that are interconnected with other providers.  The meter must log, for each individual flow, a separate record memorising the address prefix of the remote end user, possibly the priority and the traffic type, and the number of packet/octets exchanged.  Assuming that the provider knows for every possible remote end user, the identity of the provider that charges this user, post processing accounting activities may then allow derivation from the individual accounts of the revenue to be recovered from every other service provider.

1.5.12.2.3.3.3 “Incremental” charging model 

When this model is used, the service providers establish, with their adjacent service providers, bilateral agreements that separately itemises the total cost of delivering packets to destinations not served directly by the service provider, including charges payable to other service providers en route.  
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Consider the viewpoint of Provider X in the figure above.  The idea is that X will send each provider (i.e.  A and B) a bill (or other statement of account) for its use of X’s resources, and that the adjacent providers (i.e.  A and B)  will send X a bill for X’s use of their resources.  When provider X receives an aggregate bill from Provider A, it will allocate these charges to its local customers that used the resources of Provider A.  If the "user" is in fact the customer of another service provider, B (on whose behalf X was using A's resources), the administrator for X just sends B a bill for the part of X's bill attributable to B's usage.  If B was passing traffic for C, them B bills C for the appropriate portion X's charges, and so on, until the charges percolate back to the original end user, say G.  Thus, the administrator for X does not have to account for G's usage; only for the usage of the providers directly adjacent to X.

With this model, the charging arrangements between service providers are therefore similar to those for a retail interconnection.  A difference is that the organisations take both the role of user and provider over these “retail-like” interconnections.  Another significant difference is that for flows crossing these interconnections, the organisation to be charged by the service provider is not the one referenced by the source or destination NSAP address prefix of the packets, but the directly adjacent organisation.  The significance of the model is therefore that the accounting meters must be able to support accounting for adjacent organisations (rather than accounting on the basis of the packet NSAP address fields).

The need to support accounting for adjacent organisations means that accounting will require information not present in CLNP PDU headers (these headers contain source and destination addresses of end-systems only).  This information will come from lower layer protocols (SNAcP or link layer) in the form of the source/destination SNPA address.

The requirement is therefore that a meter segregates the adjacent provider traffic into individual flows on the basis of the remote source/destination address prefix, and possibly of the priority and traffic type, and then logs, for each of these individual flows, a separate record memorising the SNPA address of the adjacent service provider, the remote source/destination address prefix, possibly the priority and the traffic type, and the number of packet/octets exchanged.  The meter can be placed in (or at) the router (typically a BIS) that is interconnected with the adjacent organisation.

1.5.12.2.3.4 ICS accounting requirements in the context of an hybrid interconnection

Hybrid interconnections are established between organisations that partly operate as independent users directly exchanging data and partly as service providers, providing a communication path for other organisations.

It can be assumed that in the context of hybrid interconnection, the accounting requirements will be a combination of those existing for retail and wholesale interconnections.

It may be noted that, in the context of hybrid interconnection, certain cross-domain flows will be direct user-to-user flows for which no accounting will be required.  It may therefore be of interest to configure the accounting meters placed on these interconnections so that they ignore the user-to-user flows.

1.5.12.2.3.5 Accounting requirements for air/ground ATN Internet communications

The charging models discussed in the previous sections are suitable for communications taking place between fixed end users.  These models may however be not totally suitable  for mobile communications.  Charging for mobile ATN ICS communications poses the following problem: for a ground end user, and for all but the last ICS providers on the path to an aircraft, the cost of the communications to the aircraft cannot be known in advance.  This is due to the following facts:

a) An end user or an ICS provider cannot generally know in advance how far away an aircraft is, and therefore how many ICS providers will participate in the conveyance of the packets toward/from the aircraft.

b) An end user or an ICS provider cannot generally know in advance which type of mobile subnetwork the packets exchanged with the aircraft will actually travel through.  Depending on whether the packets are actually exchanged over an expensive mobile subnetwork (e.g.  satellite) or a cheaper one (e.g.  VDL Mode 2), the real cost of an air/ground communication between the same end users can vary significantly.

c) The real cost of an air/ground communication may furthermore vary dynamically as the aircraft moves, and the interconnections of the aircraft with A/G service providers, and the type of available subnetworks change.  

The definition of a charging model suitable for mobile communications is out of the scope of this document (It is assumed that financial arrangements, solving the above issues, will be found between the different actors participating in ATN communications).  The intent is to define the requirements for accounting management capabilities that would allow support of the mobile communication charging policy.  As a way to proceed, it can be reasonably assumed that, whatever the mobile communication charging model, the following accounting management requirements may exist:

· For the purpose of verifying the charges that are paid, the airlines may wish to have within the aircraft a metering function that takes account of individual communications with organisations on the ground, and that also is able to segregate these flows so as to take individual account of the packets sent/received over each adjacency with an A/G BIS and over each different mobile subnetwork sustaining this adjacency.  Also it may be required that the meter accounts separately packets with different priorities and traffic types.  

The requirement is therefore that a meter segregates the air/ground traffic into individual flows on the basis of:

a) the remote ground source/destination address prefix, 

b) the A/G ICS provider, 

c) the mobile subnetwork type, and 

d) possibly the priority and traffic type.  

The meter must then log, for each of these individual flows, a separate record of:

a) the SNPA address of the adjacent A/G BIS, 

b) the mobile subnetwork identifier, 

c) the remote ground source/destination address prefix, 

d) possibly the priority and the traffic type, and 

e) the number of packet/octets exchanged.  

Such a meter would typically be implemented within the Airborne BIS.

· An ICS provider operating A/G BISs, may wish to take separate account of flows exchanged between individual aircraft (or aircraft of individual airlines) and individual ground end users, so as to be able to associate the related charge to the two potential accountable end user organisations - the aircraft operator and the ground end user).  Furthermore, as the tariff may be dependent on the type of mobile subnetwork used by the flow, the ICS provider may wish to segregate these flows so as to take an individual account of the packets sent/received over each different mobile subnetwork sustaining the adjacency with the aircraft.  Also it may be required that the meter accounts separately packets with different priorities and traffic types.  

The requirement is therefore that a meter segregates the air/ground traffic into individual flows on the basis of the remote ground source/destination address prefix, of the aircraft (or airline’s aircraft) address prefix, of the mobile subnetwork type, and possibly of the priority and traffic type.  The meter must then log, for each of these individual flows, a separate record memorising the NSAP address prefix of the aircraft (or of the airline’s aircraft), the mobile subnetwork identifier, the remote ground source/destination address prefix, possibly the priority and the traffic type, and the number of packet/octets exchanged.  Such a meter would typically be implemented within the A/G BIS.

It must be noted that the availability of such a meter could also resolve the second subnetwork accounting requirement identified in section 2.3.3.1 (that is to know the amount of subnetwork service individually consumed by ATN internetwork service end users)

· An ICS provider on the ground path to the aircraft may wish to take separate account of flows exchanged between individual ground end users, and aircraft of individual airlines, so as to be able to associate the related charge to the two potential accountable end user organisations.  Alternatively, if the charging model for mobile communications is based on notions of propagation of charges between ICS provider (such as exposed for the “incremental charging” model above), it may be necessary to segregate the air/ground communication traffic on the basis of the adjacent ICS provider  from/to which the flow is received.  Finally, it may be required that the meter accounts separately packets with different priorities and traffic types.  

At the interconnection point with an adjacent ICS provider or user, there is therefore a potential requirement to implement a meter that segregates the traffic toward/from aircraft into individual flows on the basis of the address prefix of the airline’s aircraft, of the address prefix of the ground end user, and possibly of the priority and traffic type.  The meter must then log , for each of these individual flows, a separate record memorising the address prefix of the airline’s aircraft, the address prefix of the ground end user, the SNPA address of the adjacent provider’s BIS, possibly the priority and the traffic type of the flow, and the number of packet/octets exchanged.  Such a meter would typically be implemented in (or at) the BISs at the boundary of the ICS provider domain.

1.5.12.2.3.6 Conclusion

For the purpose of ATN ICS usage-sensitive accounting, it has been necessary to define the concept of “traffic flows”.  A flow is a portion of traffic, delimited  by a start and stop time, and the packets of which have certain common characteristics of interest for the network administrator.  A traffic flow can be considered as an artificial logical equivalent to a connection; however, it is less restrictive than a connection, and refers more generally to a stream of packets with certain common parameters and passing across a node of the ATN.

For an ATN ICS usage-sensitive accounting management purpose, there are requirements to implement within ATN systems (IS and possibly ES) a metering function that allows measurement of individual flows, which are distinguished in the ICS traffic as a function of the value of certain parameters.  The distinguishing parameters (e.g.  traffic type, source/destination address) are determined by the local charging policy.  [REQ 7]

The metering function should be configurable and provide for the following capabilities: [REQ 8]

a) Filtering: to select based on certain criteria the subset of traffic for which accounting has to be performed

b) Segregation: to segregate the accountable traffic into individual flows that have to be accounted separately

c) Recording: to log for each of the individual flows the distinguishing parameters of the flows and the associated accounting data (see below).

Different network administrators may have different requirements on which filtering criteria, segregation rules, and recorded information details have to be supported by the metering functions.  However, a limited set of filtering, segregation and recording capabilities could allow the support of most accounting management requirements.  The following paragraphs list the capabilities for which there might be a common interest.  

Note.— In the following paragraphs, the following definitions apply:

a) The “first end” is a term used to refer to the source of packets on receipt and the destination of packets on transmission

b) The “second end” is a term used to refer to the destination of packets on receipt and the source of packets on transmission

With respect to filtering capabilities, the following filtering criteria may be of interest for a network administrator [REQ 9].  Select for accounting, the following packets:

a) those exchanged over a particular subnetwork interface of the ATN system

b) those exchanged with a particular adjacent system (i.e.  packets received/sent from/to a particular remote SNPA address

c) those whose “First End” NSAP address matches one particular NSAP address prefix

d) those whose “Second End” NSAP address matches one particular NSAP address prefix

e) those whose “First End” NSAP address does not match one particular NSAP address prefix

f) those whose “Second End” NSAP address does not match one particular NSAP address prefix

g) those exchanged between two particular zones of the ATN (i.e.  which “First End” and “Second End” NSAP addresses match a particular pair of NSAP address prefixes) 

h) those that have a particular traffic type

i) those that have a particular priority

The network administrator might want to specify none, one or a combination of the above filters.  

With respect to segregation capabilities, a network administrator might require that a meter be able to segregate the traffic into individual flows, on the basis of: [REQ 10]

a) The subnetwork interface over which the packets are exchanged (i.e.  packets exchanged over different subnetwork interface, are considered to belong to different flows)

b) The remote SNPA address of the adjacent system with which the packets are exchanged (i.e.  packets exchanged with different adjacent system, are considered to belong to different flows)

c) The “First End” NSAP address prefix  (i.e.  packets received from/sent to different zones of the ATN are considered to belong to different flows)

d) The “Second End” NSAP address prefix  (i.e.  packets received from/sent to different zones of the ATN are considered to belong to different flows)

e) The “First End” and the “Second End” NSAP address prefixes (i.e.  packets exchanged between two different zones of the ATN are considered to belong to different flows)

f) the traffic type (i.e.  packets with different traffic types are considered to belong to different flows)

g) the priority (i.e.  packets with different priority are considered to belong to different flows)

The network administrator might want to specify none, one, or a combination of the above segregation rules.

With regard to the information to be recorded for each individual flow, the following might be of interest for a network administrator: [REQ 11]

a) The start and stop time

b) The number of packets sent and received

c) The number of octets sent and received

d) The filters that were applied

e) The information that characterises the flow.  This information is dependent on the segregation rule that has been applied.  It may include:

1) The subnetwork interface identifier (if the flow was segregated on the basis of the Subnetwork interface)

2) The SNPA address of the adjacent system with which the flow was exchanged (if the flow was segregated on the basis of the adjacent system)

3) The “First End” NSAP address prefix of the flow (if the flow was segregated on the basis of the “First End” NSAP address prefix)

4) The “Second End” NSAP address prefix of the flow (if the flow was segregated on the basis of the “Second End” NSAP address prefix)

5) The priority of the flow (if the flow was segregated on the basis of the priority)

6) The traffic type associated with the flow (if the flow was segregated on the basis of the traffic type)

1.5.12.2.4 Other ATN ICS accounting management requirements

1.5.12.2.4.1 ES-IS accounting requirements

A portion of the traffic over mobile subnetworks will be the result of the operation of the ES-IS protocol.  Although minimal (as compared to the CLNP traffic), there will be a cost associated with this ES-IS traffic.  It might therefore be desirable for a network administrator operating A/G or airborne BISs to enter this traffic in the accounts.

The complete requirement for ES-IS accounting, would be to keep separate counts of the number of packets and octets of  ISH PDU exchanged over each different mobile subnetwork adjacency (i.e.  for each different adjacent BIS, over each different mobile subnetwork) .

Although ES-IS is a connectionless protocol, it is not a stateless protocol as is CLNP: a context is maintained by the ES-IS protocol for each IS adjacency over each different mobile subnetwork.  The above requirement can therefore be very easily satisfied by implementing counters of ISH PDUs and octets sent and received within this context and by logging the actual value of these counters when the context is released (i.e.  when the adjacency is cleared).  [REQ 12]

1.5.12.2.4.2 IDRP accounting management requirements

A portion of the traffic over mobile and ground subnetworks will be the result of the operation of the IDRP protocol, and there will be a cost associated with this traffic.  It might therefore be desirable for a network administrator operating Ground, A/G or airborne BISs to enter this traffic in the accounts.

Since IDRP uses the CLNS, it could be possible to perform IDRP accounting with accounting at CLNP level.  For example a CLNP accounting meter could be used and configured to record the CLNP “System Management” traffic exchanged by a BIS at priority 14 with each of its adjacent BIS over each subnetwork interface.

If the IDRP traffic is to be systematically entered in the accounts, it may be simpler to implement PDUs/octets received/sent counters at IDRP level within each IDRP BIS-BIS connection context.  The requirement could then be satisfied by logging the actual value of these counters at BIS-BIS connection clearing time [REQ 13].  This approach is the preferred one.  It must however be noted that it does not allow recording of the individual amount of IDRP traffic spent on each subnetwork, and this might be a concern when IDRP is used over a mobile subnetwork.

1.5.12.2.4.3 Data compression and accounting issue

When accounting is used to pass the subnetwork charges on to individual ATN ICS end users, the reduction in volume of traffic obtained due to the compression mechanisms may have to be taken into account.  

Ideally, within ATN systems that support compression mechanisms, the accounting information recorded for each individual ATN ICS flow should include the exact volume of data exchanged over the subnetwork i.e.  taking into account the compression that has been applied to the flow.

Unfortunately, accounting at CLNP level cannot easily satisfy this requirement.  This is because CLNP is independent of the underlying subnetwork technology, and is not assumed to a priori know whether compression is used over the subnetwork, and how much each packet is compressed.

A solution is to record at SNDCF level, the volume of data to be exchanged over each Virtual Circuit (i.e.  before compression is applied) and the volume of data effectively exchanged over each Virtual Circuit (i.e.  after compression is applied) [REQ 14].  This allows the average compression ratio obtained over each Virtual Circuit and the proportion of traffic sent with this compression ratio to be known.  From this can be derived the average compression ratio obtained for each subnetwork adjacency.  The network administrator is then able, as part of its post processing accounting activities, to take into account the average compression ratio relative to each individual ICS flow.

This solution is not totally satisfactory, because for ICS flows exchanged with a common subnetwork adjacency, a common average compression ratio is applied rather that the exact compression ratio that is effectively experienced by each individual ICS flow.  This solution benefits therefore the ICS flows with a poor compression rate to the detriment of highly compressible ICS flows.  

On the other hand, this solution is simple, and can be easily implemented.  It is proposed as the basic solution for solving the issue.  If the limitations of this solution are not acceptable to ICS end users, other solutions will need to be defined.

1.5.12.3 Analysis of ATN application services accounting management requirements 

Accounting at transport layer or above may be used by a network administrator in order to know the contribution of individual applications within an End System to the network traffic.  Also, when an organisation is providing application services to remote clients, accounting at transport level or above can be used for billing.  

If application specific accounting requirements have to be satisfied (e.g.  to log the remote AE-title, to count the number of occurrences of a particular transaction), the application layer is the logical location to implement the required accounting mechanisms.  The accounting data to be recorded are specific to the applications.  For instance it can be assumed that accounting for AMHS services and for CPDLC services would rely on different sets of information.

Accounting at transport layer can provide generic accounting information associated with the different applications running on the system, without the need for the network administrator to scan the accounting logs of each individual application.  Accounting at transport layer can be useful when the application service provider wishes to pass the ATN ICS charges incurred in the provision of the application service on the tariff charged to the application service users.  The basic requirement is then to know the number of TPDUs and octets exchanged over each transport connection [REQ 15].  

Accounting at transport and application layers level is normally not an issue: contexts are generally created and associated with each individual connection/association.  If required, counters can therefore be implemented within these contexts and their value logged at connection/association termination time.

The exception may be for the Connectionless transport and connectionless upper layers, but this is not considered further here.

1.5.13 Requirements for tools for Accounting Management

1.5.13.1 General

ISO 7498-4 (OSI Reference Model Part 4: Management Framework) defines a generalised accounting management activity which includes calculations, usage reporting to users and providers and enforcing various limits on the use of resources.

The OSI accounting model defines three basic types of tools in support of the general accounting management process:

a) the METER, which performs measurements and aggregates the results of those measurements;

b) the COLLECTOR, which is responsible for the integrity and security of METER data in short-term storage and transit; and

c) the accounting APPLICATION, which processes/formats/stores METER data.  Accounting APPLICATIONS implicitly manage METERS.

1.5.13.2 Purpose of the meters

A METER is a process which examines a stream of packets on a communications medium or between a pair of media.  The meter records aggregate counts of packets belonging to FLOWs between communicating entities (hosts/processes or aggregations of communicating hosts (domains)).  The assignment of packets to flows may be done by executing a series of rules.  Meters can reasonably be implemented in any of three environments: dedicated monitors, in routers or in general-purpose systems.

Meter location is a critical decision in accounting.  An important criterion for selecting meter location is cost, i.e., reducing accounting overhead and minimising the cost of implementation.

In the trade-off between overhead (cost of accounting) and detail, ACCURACY and RELIABILITY play a decisive role.  Full accuracy and reliability for accounting purposes require that EVERY packet must be examined.  However, if the requirement for accuracy and reliability is relaxed, statistical sampling may be more practical and sufficiently accurate, and DETAILED ACCOUNTING is not required at all.  Accuracy and reliability requirements may be less stringent when the purpose of usage-reporting is solely to understand network behaviour, for network design and performance tuning, or when usage reporting is used to approximate cost allocations to users as a percentage of total fees.

Overhead costs are minimised by accounting at the coarsest acceptable GRANULARITY, i.e., using the greatest amount of AGGREGATION possible to limit the number of accounting records generated, their size, and the frequency with which they are transmitted across the network or otherwise stored.

The other cost factor lies in implementation.  Implementation will necessitate the development and introduction of accounting software components into the ATN.  

Section Error! Reference source not found. includes a draft proposal of specification of an ATN ICS meter function.

1.5.13.3 Collectors

A Collector is a tool which reliably transports usage data from meters so that it is available to analysis applications

1.5.13.4 Accounting applications

An accounting application processes the usage data so as to provide information and reports that are useful for network engineering and management purposes.

1.5.14 Accounting Management information elements

1.5.14.1 Introduction

On the basis of the accounting management requirements identified in the previous sections, this section includes a draft proposal for accounting management information elements for the MIB of ATN systems.  

Subnetwork accounting management requirements are not considered since subnetwork accounting is not an ATN specific issue and recommendations for the implementation of subnetwork accounting management information elements can  be found in other documents.

1.5.14.2 CLNP traffic Accounting Management

1.5.14.2.1 Overview of a CLNP meter function

ATN ICS accounting management requires the implementation of an accounting meter function within the CLNP entity of ATN systems.  This section provides a brief overview of the possible structure or such a  function.  

The CLNP accounting meter is a function that is assumed to be invoked for each instance of a CLNP packet received and sent (including forwarded) by the ATN system.

An outline of the structure of a CLNP Accounting meter is given in the following diagram.
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Briefly, the meter works as follows:

a) When invoked, the CLNP meter function first determines whether the packet is to be counted or ignored.  This is assumed to be done by a filtering module.

b) If the packet is to be counted, the attributes of the packets (i.e.  the source and destination NSAP address, the next/previous hop SNPA address, the traffic type, etc…) are matched by a “segregation” module against rules that determine how the traffic has to be segregated into flows.  As a result of this action, the meter must determine to which flow the packet being examined is related, and must find the accounting record associated with this flow; if a record does not yet exist for this flow, a new accounting record is created.

c) The count for the matching flow accounting record can then be updated (for instance by a recording module as represented in the figure).

The operation of the accounting meter is controlled by the network administrator via the creation of accounting meter control Managed Objects.  Accounting meter control allows a managing system to:

a) Collect accounting records, start and stop the accounting through management operation.

b) Specify which usage data can be collected and under what circumstances they are updated and reported.

The next section proposes a specification for the CLNP accounting meter control MO.  

1.5.14.2.2 CLNP Accounting meter control MO

1.5.14.2.2.1 General accounting meter control functionality

No accounting can be done unless at least one CLNP Accounting meter control MO is created.  CLNP Accounting meter control MOs can be created implicitly, or explicitly through the use of a system management CREATE operation.

Accounting meter control functionality must be started by directing a START action to the meter control MO.  The effect of this action is to re-initialise the values of parameters accounting for usage which are under the control of that meter control MO, and identified in the START action parameter list.

Accounting is stopped by issuing a SUSPEND action on a meter control MO.  The effect is that all recording of usage related to that meter control MO ceases.  The related accounting records are left in the suspended condition (the usage counters are held constant at their  current values).  Accounting may be resumed in a running condition by directing a Resume action to the meter control MO.

Upon creation, a meter control object must have values for:

a) The filtering control attributes, which specify which packets are to be counted (and therefore which packets are to be ignored).  The proposed accounting filters are discussed in section 2.3.5.2.2.2.

b) The segregation control attributes,  which specify which individual packets flows have to be considered by meter and separately accounted.  The proposed segregation control attributes are discussed in section 2.3.5.2.2.3.

c) The reporting triggers, which specify the occurrence of events that cause  the meter control data to emit a notification reporting usage data.  The reporting triggers are discussed in section 2.3.5.2.2.4.

1.5.14.2.2.2 Filtering control attributes 

Within a meter control MO, accounting filters are specified as a set of MO attributes.  

On the basis of the requirements identified in section 2.3.3.2.3.6, the following attributes are proposed:

LinkageFilter:
Boolean that specifies whether accounting is to be performed only for the CLNP traffic exchanged over the specific linkage designated by the linkage attribute 

Linkage:
When linkageFilter is set to true, this attribute designates on which specific linkage, accounting of the CLNP traffic has to be performed for this control MO

SNPAfilter:
Boolean that specifies whether accounting is to be performed only for the CLNP traffic received/sent from/to the specific SNPA address designated by the adjacentSNPA attribute

AdjacentSNPA:
Specifies the SNPA address of an adjacent system.  When SNPAFilter is set to true, packets that are not received/sent from/to that particular address must not be accounted in the usage records associated with this meter control MO.

NSAPprefixFilters:
Integer in the range 0..3.

If set to 0, packets are not filtered on the basis of the source and destination address

If set to 1, only packets which “First End” NSAP address  matches the prefix designated by the firstEndNSAPprefix attribute must be selected for accounting

If set to 2, only packets which “Second End” NSAP address  matches the prefix designated by the secondEndNSAPprefix attribute must be selected for accounting

If set to 3, only packets which “First End” NSAP address  matches the prefix designated by the firstEndNSAPprefix attribute and which “Second End” NSAP address  matches the prefix designated by the secondEndNSAPprefix attribute must be selected for accounting

FirstEndNSAPprefix:
(see description of the NSAPprefixFilters attribute)

SecondEndNSAPprefix:
(see description of the NSAPprefixFilters attribute)

NSAPprefixExcludeFilters:
Integer in the range 0..2.  

If set to 0, packets are not filtered on the basis of the source and destination address

If set to 1, only packets which “First End” NSAP address does not match the prefix designated by the ExcludeNSAPPrefix attribute must be selected for accounting

If set to 2, only packets which “second End” NSAP address does not match the prefix pair designated by the ExcludeNSAPPrefix attributes, must be selected for accounting

ExcludeNSAPPrefix:
(see description of the NSAPprefixExcludeFilters attribute)

PriorityFilter:
Boolean that specifies whether accounting is to be performed only for the CLNP traffic exchanged at the priority specified by the priority attribute

Priority:
Specify the priority of the CLNP traffic for which accounting is requested

TrafficTypeFilter:
Boolean that specifies whether accounting is to be performed only for the CLNP traffic of the type specified by the trafficType attribute

TrafficType:
Specify the type of the CLNP traffic for which accounting is requested

1.5.14.2.2.3 Segregation control attributes

Segregation capabilities of interest have been identified in section 2.3.3.2.3.6.  

Within a meter control MO, segregation of the traffic into individual flows can be controlled with a set of MO attributes as follows:

1. Segregation of the traffic on the basis of the subnetwork interface over which the packets are exchanged: this can be configured simply with a boolean attribute that is set to true if packets exchanged over different interfaces have to be counted in separate records, and false otherwise.  The proposed name for this attribute is: LinkageSegregation

2. Segregation of the traffic on the basis of the SNPA address of the adjacent system with which the packets are exchanged: this can be configured simply with a Boolean attribute that is set to true if packets exchanged with different adjacent systems have to be counted in separate records, and false otherwise.  The proposed name for this attribute is: SNPASegregation

3. Segregation on the basis of the “First End” NSAP address prefix: this can be configured simply with an integer attribute that specifies the prefix length that is used in the comparison of the “First End” NSAP address of packets.  If a prefix length of 0 is configured, all packets will be considered as having the same “First End” NSAP address prefix and will therefore be associated to the same flow (provided that no other segregation attribute are activated).  At the extreme opposite, If a prefix length of 20 is configured, only packets with the same “First End” complete NSAP address will be associated to the same flow.  The proposed name for this attribute is: FirstEndSegregation

4. Segregation on the basis of the “Second End” NSAP address prefix can be configured using the same principle.  The following attribute is proposed for this purpose: SecondEndSegregation

5. Segregation of the traffic on the basis of the traffic type: this can be configured simply with a boolean attribute that is set to true if packets with different traffic types have to be counted in separate records, and false otherwise.  The proposed name for this attribute is: SecuritySegregation

6. Segregation of the traffic on the basis of the priority: this can be configured simply with a boolean attribute that is set to true if packets with different priority have to be counted in separate records, and false otherwise.  The proposed name for this attribute is: PrioritySegregation
1.5.14.2.2.4 Reporting triggers

The “reporting triggers” attribute specifies the occurrence that will cause accounting information to be reported by the meter.  As a result of an internal event which matches one of the reporting situations listed in the reporting triggers attributes, an acountingReport notification is generated by the meter control MO.

Accounting Management relies upon the facilities of the Event Forwarding Discriminators implemented in the agent, in order to send the accountingReport notifications to specific destinations.  One such destination can be a log on the ATN system.

The following reporting triggers attributes are proposed for the CLNP meter control MO:

FlowIdleTimer:
This attribute specifies the duration after which an idle flow has to be considered terminated.  On expiration of the flowIdleTimer,  the meter must scan the current accounting records associated with the meter control MO.  For each accounting record for which counters have not been incremented since the last expiration of the timer an accountingReport notification carrying the actual value of the parameters and counters of the flow must be generated.  The accounting record can then be deleted.  

InterimReportTimer
Interim reporting is useful for flows with a long life time, in order to improve accounting reliability, and limit accounting data loss due to a reboot of the ATN system.  On expiration of the interimReportTimer ,  the meter must scan the current accounting records associated with the meter control MO.  For each accounting record which already existed at the previous expiration of the timer, an accountingReport notification carrying the current value of the parameters and counters of the flow must be generated.  The accounting record must not be deleted.

Additionally, accountingReport notifications may be issued at the deletion of a meter control MO.

1.5.14.2.3 CLNP accounting records

For the managing system, accounting records will be opaque objects implemented within the meter.  It is not proposed to model individual accounting records as Managed Objects.

Accounting records should contain the descriptions of and values for one flow.  The information to be recorded has been identified in section 2.3.3.2.3.6.  When a reporting condition is encountered (see previous section) this information must be reported as parameters of the accountingReport notification .

1.5.14.2.4 Conclusion

CLNP accounting requirements can be satisfied with the implementation of a meter function within the CLNP entity of ATN systems.

CLNP accounting management requirements are proposed to be resolved by the definition of a new Managed Object Class for the MIB of ATN systems: the “CLNP meter Control” MO class .

In the ATN system MIB containment tree this new class is proposed to be subordinate to the aTNcLNS MO class.

As a summary of the previous sections, the CLNP meter control MO class is proposed to have the following characteristics:

Actions:
CREATE
DELETE
SUSPEND
RESUME

Attributes: 
LinkageFilter
Linkage
SNPAfilter
AdjacentSNPA
NSAPprefixFilters
FirstEndNSAPprefix
SecondEndNSAPprefix
NSAPprefixExcludeFilters
ExcludeNSAPPrefix
PriorityFilter
Priority
TrafficTypeFilter
TrafficType
LinkageSegregation
SNPAsegregation
FirstEndSegregation
SecondEndSegregation
SecuritySegregation
PrioritySegregation
FlowIdleTimer
InterimReportTimer

Notifications
ObjectCreation
ObjectDeletion
AccountingReport

1.5.14.3 ES-IS traffic accounting management

In section 2.3.3.2.4.1, it is observed that a network administrator may wish to keep a record of the individual amount of ES-IS traffic exchanged over every mobile subnetwork adjacency.  

This can be achieved by adding specific counters within a Managed Object class of the ATN system MIB that represents a mobile subnetwork adjacency.  The actual value of the counters can then be reported as parameters of the notification of the deletion of the Managed Object instances, and the network administrator can then rely upon the facilities of the Event Forwarding Discriminators implemented in the agent, for receiving or logging the notification.

In the current proposal for elements of management information related to the ATN Network layer, the mobile subnetwork adjacencies are represented by the MO class: aTNmobileAdjacency.

The proposal for ES-IS accounting management is then to include the following counters within the aTNmobileAdjacency MO class:

ESISpdusReceived, 
ESISpdusSent, 
ESISoctetsSent 
ESISoctetsReceived

1.5.14.4 IDRP traffic accounting management

In section 2.3.3.2.4.2, it is observed that a network administrator may wish to keep a record of the individual amount of IDRP traffic exchanged with each adjacent BIS.

This can be achieved by adding specific counters within a Managed Object class of the ATN system MIB that represents BIS-BIS IDRP adjacency.  The actual value of the counters can then be reported as parameters of the notification of the deletion of the Managed Object instances, and the network administrator can then rely upon the facilities of the Event Forwarding Discriminators implemented in the agent, for receiving or logging the notification.

In the current proposal for elements of management information related to the ATN Network layer, the IDRP BIS-BIS adjacencies are represented by the MO class: aTNadjacentBIS.

The proposal for IDRP accounting management is then to include the following counters within the aTNAdjacentBIS MO class:

TotalBISPDUsIn, 
TotalBISPDUsOut
iDRPoctetsSent 
iDRPoctetsReceived

1.5.14.5 Compression and Accounting Management

In section 2.3.3.2.4.3, it is observed that a network administrator may wish to keep a record of the volume, before and after compression, of the data exchanged over each mobile connection.

This can be achieved by adding specific counters within a Managed Object class of the ATN system MIB that represents, at SNDCF level, a mobile connection.  The actual value of the counters can then be reported as parameters of the notification of the deletion of the Managed Object instances, and the network administrator can then rely upon the facilities of the Event Forwarding Discriminators implemented in the agent, for receiving or logging the notification.

In the current proposal for elements of management information related to the ATN Network layer, the mobile connections are represented, at SNDCF level, by the MO class: aTNmobileConnection.

The proposal is then to include the following counters within the aTNmobileConnection MO class:

octetsReceivedCounter, 
octetsSentCounter, 
octetsReceivedCompressed
octetsSentCompressed

Security Management Requirements

Editor’s Note.— The content of this section is mostly imported from the working paper “Security Management Aspect of ATN Systems Management” by K.  Nguyen (ATNP/WG1/JSG-SM/WP11-14)

Security management is one of the functions of ATN systems management.  Sub-Volume 8 provides high level security requirements for systems management.  These requirements are further described in this section.  Further, various managed object classes are proposed to support the management of ATN security.

Since ATN systems management is concerned with cross domain operations, this chapter is focussed on cross domain issues of security management.

This chapter adheres to the security management requirements described in ISO standards whenever possible while considering the ATN requirements in Sub-Volume 8.   

1.5.15 System Management (SM) Authentication

Information exchanged between an SM manager and an SM agent must be authenticated.  Authentication must be done per message, in addition to the ACSE association authentication.

There are two levels of SM authentication: agent authenticating manager and mutual authentication.  On ACSE association, the communicating SM entity needs to indicate/negotiate the desired level that it expects from the SM peer.  

1.5.15.1 Level 1: SM Agent Authenticating SM Manager

Since SM managers can access SM agents to retrieve and modify (where applicable) managed objects in the agent’s management domain, authentication must be performed to protect against potential masquerade.

Authenticated CMIP operations.

CMIP operations (i.e., SM agent – SM manager messages) that need to be authenticated at this level are: 

a) M-GET.Indication (i.e., ROIV-m-Get)

b) M-SET.Indication (i.e., ROIV-m-Set)

c) M-ACTION.Indication (i.e., ROIV-m-Action)

d) M-CREATE.Indication (ROIV-m-Create)

e) M-DELETE.Indication (ROIV-m-Delete), and 

f) M-CANCEL-GET.Indication (i.e., ROIV-m-CancelGet).  

The authentication of these CMIP operations is done by supplying the defined ATN authentication pattern (e.g., digital signature or message authentication code) in the Access Control parameter of these CMIP PDUs.  

1.5.15.2 Level 2: Mutual Authentication Between SM Manager and SM Agent

At this level an SM manager also authenticates an SM agent to provide the protection that a third party may not masquerade as a legitimate SM agent and provide false management information.  This requirement also applies in manager-manager communication where one SM manager acts as an SM agent.

Authenticated CMIP operations.

CMIP operations that need to be authenticated at this level are: 

a) M-GET.Confirm (i.e., RORS-m-Get)

b) M-SET.Confirm (i.e., RORS-m-Set)

c) M-ACTION.Confirm (i.e., RORS-m-Action)

d) M-CREATE.Confirm (i.e., RORS-m-Create)

e) M-DELETE.Confirm (i.e., RORS-m-Delete), and 

f) M-EVENT-REPORT.Indication (i.e., ROIV-m-EventReport).  

All of these CMIP PDUs are authenticated using the Access Control parameter of the PDUs, except for M-EVENT-REPORT which does not have the Access Control parameter.

M-EVENT-REPORT is an unsolicited event reporting mechanism, sent from SM agents to SM managers to report events that have been notified by local managed objects.  Only security alarm notifications and audit trail notifications, as defined in section 2.4.3 and 2.4.4, should be included in security related M-EVENT-REPORTs.  Further, local access control policy should define the SM manager(s) that are authorised to receive M-EVENT-REPORTs.  

1.5.16 Access Control

While authentication proves the authenticity of the communicating party, access control ensures that the initiating entity has the proper right to access information in a managed object.  Access control utilises the authentication pattern (e.g., digital signature, password) in combination with locally defined access rights associated with each user that is authorised to access the managed system.

Three types of access right are: Read, Write, and Execute.  While an SM manager can have read-only access on a managed object, another SM manager may have read-write-execute access on that same managed object.  Further, while one managed object only supports read-only access, another managed object may support both types of access.  Access rights for each managed object is defined in the targets MO described in section 2.4.5.4.2.  

Access control has the following purposes:

a) Restrict association, which is the prerequisite for controlling the access to SM applications and managed objects.

b) Protect management information by restricting the creation, deletion, modification, or disclosure of management information to only authorised users with appropriate access rights as defined above.

c) Controlling the transmission of management information to only authorised recipients in the form of M-EVENT-REPORTs.

d) Prevent unauthorised users from initiating management operations on the protected management information.

Sub-Volume 8 specifies both physical access and application access.  Local implementation should provide mechanisms to report access violations in both cases.

1.5.17 Security Alarm Reporting

A security alarm report is sent when there is a security violation such as failed authentication.

Security alarm reporting is derived from the generic alarm reporting function of systems management.  When a security event occurs, notifications are emitted by managed objects and are converted to M-EVENT-REPORTs which are sent by SM agents to the authorised SM managers.  The SM managers may or may not log all of these events, but the mandatory ATN minimum that must be logged is as follows.

Mandatory ATN security alarm reports/logs:

a) Authentication failures at ATS applications or at the boundary intermediate systems

b) Unauthorised accesses to management information and ATN resources

c) Detection of replayed ATS application messages or router IDRP PDUs 

The M-EVENT-REPORT consists of the following parameters (ISO 9596 – CMIP): Invoke Identifier, Mode, Managed Object Class, Managed Object Instance, Event Type, Event Time, Event Information, Current Time, Event Reply, and Errors.  The two parameters that need to be further specified for security purposes are event type and event information.

1.5.17.1 Event Types

Security alarm event types are listed in Table 2‑3.  This table is a customised version, for ATN security purposes, of the security alarm event types and alarm causes defined in ISO 10164-7.

Table 2‑3 - Security Alarm Types and Causes

Event Type
Security Alarm Causes

Integrity violation (note 1)
Information  modification detected
Message replay detected
Unexpected information

Operational violation
Out of service
Procedural error

Physical violation
Cable tamper
Intrusion detection

Security service or mechanism violation
Authentication failure
Breach of confidentiality
Unauthorised access attempt

Time domain violation
Delayed information
Key expired
Out of hours activity

Note 1.—  Encryption related integrity is not within the scope of ATN security although it may be used by other aeronautical organisations, such as airlines.

Note 2.—  Denial of service is reported via security audit trail reporting, see section 2.4.4.2.1.

1.5.17.2 Event Information

The security alarm event information parameter consists of the following fields: 

a) Security alarm cause, as defined in Table 2‑3.

b) Security alarm severity.  This field indicates the severity of the security violation.  The severity levels are: indeterminate, critical, major, minor, and warning.  Air-ground ATN implementations should report only critical and major severity levels.  Ground-ground ATN implementations may choose to report more levels of severity if necessary.

c) Security alarm detector.  This field indicates who/what detected the alarm.  

d) Service user.  This field identifies the service user whose request for service led to the generation of the security alarm.

e) Service provider.  This field identifies the intended service provider of the service that led to the generation of the security alarm.

1.5.18 Security Audit Trail Reporting 

Security audit trail logs contain records of security audit trail reports and other security related events such as security alarm notifications.  While the alarm notifications are generated as a result of possible security breaches (e.g., authentication failure), the audit trail reports are generated as a result of a security-related service having been requested.  These audit trail logs are available for analysis at a later date and can be maintained in the same system or in different systems.  

Mandatory ATN security audit trail reports/logs:

a) Requests (both successful and failed) of cryptographic key certificates (where applicable)

b) Attempts (both successful and failed) to create, delete, revoke, and modify cryptographic key certificates (where applicable)

c) Denial of data link service or ATS application service

Security audit trail reports are sent from SM agents to authorised SM managers in the CMIS M-EVENT-REPORT.  The two parameters that are specific to security audit trail reports are: event type and event information.

1.5.18.1 Event Types

ISO 10164-8 defines two types of security audit trail report:

a) Service report (serviceReport): an indication of an event pertaining to the provision, denial, or recovery of a service.  Specific causes for the generation of the event are described in section 2.4.4.2.1.  

b) Usage report (usageReport): a report of statistical nature, relevant to security, such as counter for the number of X.509 key certificate requests (applicable to X.500 directory service).

1.5.18.2 Event Information

The audit trail event information parameter consists of the following fields:

1.5.18.2.1 Service report cause.  

This information is included when the event type is serviceReport.  The following service report causes are defined:

a) Request for service: the audit trail notification has been generated because of a request for the service.  In the ATN environment, the following service requests should be recorded: key creation, deletion, revocation, modification of key certificates, and X.500 service requests.

b) Denial of service: the audit trail notification has been generated because a request for service has been denied.  Unusual IDRP route unavailability, for example, can be a case of denial of service.

c) Service failure: the audit trail notification has been generated because an abnormal condition that caused the service to fail.

1.5.18.2.2 Additional Information

This is a free text field that is used to provide additional information.

Note.— Security related events must be selectively chosen to avoid sending too much information over the air-ground subnetwork.  The SM agent on the aircraft must maintain two managed objects, discriminator and eventForwardingDiscriminator as defined in ISO 10165-2, in order to filter out unnecessary information.  These two managed objects also determine the interval at which reports are sent to SM managers.  The discriminator should comply with the minimum mandatory ATN security alarm reports and audit trail reports.  

1.5.19 ATN Security Managed Objects

1.5.19.1 Structure of Security Subsystem 
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1.5.19.2 Security Audit Trail

ISO 10164-8 (Systems Management: Security audit trail function) specifies the recording of the security audit trail notifications and other notifications such as security alarm notifications.  This section proposes the recording of the following two types of security notification in the security audit trail log: security alarm reports and security audit trail reports.  Both reports are sent using the CMIS M-EVENT-REPORT.

1.5.19.2.1 securityAlarmReportRecord.  

This MO class is the same as defined in ISO 10165-2 (Systems Management: Definition of management information) and ISO 10164-7 (Systems Management: Security alarm reporting function).  

1.5.19.2.1.1 MO Class

Index
Property
Description
ISO Status
ATN Status

1.
Managed object class
This managed object class is derived from eventLogRecord.  It is used to define the information stored in the log as a result of receiving security alarm notification or security alarm event reports.
O 
M (note1)

2.
Naming attribute
securityAlarmReportRecord
M
M

3.  
Superior in naming tree
securityAuditTrail
M
M

Note.—  Sub-Volume 8 requires the implementation of securityAlarmReportRecord.

1.5.19.2.1.2 Attributes

Index
Attribute Name/ Description
Operations
ISO Status
ATN Status

1.
securityAlarmCause

Identifies the probable cause of the alarm.
GET
M
M

2.
securityAlarmSeverity

Identifies the level of severity of the alarm
GET
M
M

3.
securityAlarmDetector

Identifies the detector of the alarm
GET
M
M

4.
serviceUser

Identifies the service user whose request for service led to the generation of the alarm
GET
M
M

5.
serviceProvider

identifies the intended service provider of the service that led to the generation of the alarm
GET
M
M

1.5.19.2.2 securityAuditTrailRecord

This managed object class is the same as defined in ISO 10165-2 2 (Systems Management: Definition of management information) and ISO 10164-8.

1.5.19.2.2.1 MO Class

Index
Property
Description
ISO Status
ATN Status

1.
Managed object class
This managed object class is derived from eventLogRecord.  It is used to define the information stored in the security audit trail log as a result of receiving security audit trail notification 
O
M (note1)

2.
Naming attribute
securityAuditTrailRecord
M
M

3.  
Superior in naming tree
securityAuditTrail
M
M

Note.—  Sub-Volume 8 requires the implementation of securityAuditTrailRecord.

1.5.19.2.2.2 Attributes

Index
Attribute Name/ Description
Operations
ISO Status
ATN Status

1.
serviceReportCause

Identifies the probable cause of the alarm.
GET
M
M

1.5.19.3 Cryptosystem

1.5.19.3.1 algorithm

This managed object identifies the cryptographic algorithms that are used for ATN security.  The algorithms can be digital signature algorithm and/or message authentication code (MAC) algorithm.

1.5.19.3.2 aTnSecurityVersion

ATN security version is defined in Sub-Volume 8, in order to provide backward compatibility for peer systems that do not support ATN security or support an earlier version of ATN security.  

1.5.19.3.3 x.509Certificate

X.509 certificate, as defined in Sub-Volume 8, is the format that describes ATN cryptographic public key.  These certificates are stored in the ATN X.500 server and the ground-based CM applications.  

1.5.19.4 Access Control

ISO 10164-9 (X.741) defines managed objects for access control.  

1.5.19.4.1 accessControlPolicy

This managed object contains the access control rules for associations when initiating an association, for notifications which get converted to event reports, and for management operations on managed objects.  

The policy for operations on managed objects will specify the following restrictions: when default access rules apply, when operations must be denied on certain managed objects, and time periods when access must be denied (if applicable).  Authorised recipients of M-EVENT-REPORTs are defined in this policy.  

The policy rules also determine what actions must be taken when an access control violation has occurred.

1.5.19.4.2 targets

This managed object identifies all managed objects that can be accessed and who can access them with what access right.

1.5.19.4.3 authorizedInitiators

This managed object identifies the authorised users, such as SM managers, that can access the managed objects in the managed system and the access rights of these users.

Network Management Tool Requirements

Editor’s Note.— The content of this section is mostly imported from the working paper “Network Manager Tools Description” V1.0 by J-P Briand (ATNP/WG2/WP498)

This chapter provides background information on Network Management tools which have been perceived as necessary during discussions on fault, performance and accounting management concepts.  Tool descriptions are informal and are intended to support requirement definitions.

The list is not exhaustive.  

1.5.20 Topology Display

1.5.20.1 General

A Network Manager should be provided with a means to visualise:

a) the topology of the managed domains: 

1) systems 

2) links

3) adjacencies

4) subnetworks

b) the system status (when known)

c) the link/adjacency status (when known)

d) the subnetwork status (when known).

This display tool is not specifically tied to any management functions.  Rather it is intended to serve as a common framework for GUI presentation of events and interaction with the Manager.  This tool is expected to be available from standard Management Toolkits (at least generic parts).

Impacts on MIB are limited.  The Manager only requires MIB browsing and filtering functions.  No specific attributes and notifications are required.

1.5.20.2 Topology Display for Packet Discards

A Network Manager should be provided with a means to visualise:

a) the topological distribution of packet discards

b) the distribution of transport connection loss/QoS degradation events.

c) link/adjacency down status (when known)

d) system down status (when known).

Suitable GUI conventions would need to be adopted for simultaneous representation of all these elements of information.  Since transport disconnects and network discards are correlated, it is important that the Manager gets visual hints as to where the problem likely is.

The ATN will contain “natural” packet sinks in Backbone and Home RDs.  Indeed when no direct route is known, a packet is forwarded to the backbone (or Home RD if it is destined to an airborne system).  If this RD itself does not have a route, the packet is discarded.  Those systems should be identified by the Network Management System as expected packet sinks and distinguished from other systems where discards normally do not occur.  Both type of systems will probably have different thresholds.

As a network design issue, it will probably be desirable to have a single system within a given backbone/home RD which is assigned the packet sink role.  This can be achieved by intra-domain routing configuration.  This will limit the number of systems in a topology where packet discards are “expected”.  

1.5.20.3 Topology Display for Congestion

A Network Manager should be provided with a means to visualise:

a) the topological distribution of packet discards due to congestion (cumulative and in last monitoring period)

b) link/adjacency down status (when known)

c) system down status (when known).

In routine tasks, the tool presents a view where each system indicates its congestion status (counters, possibly associated with colour code).  Depending on domain configuration, this tool helps in identifying shortages in resources, potential mis-configurations, etc.  

This tool also helps in evaluating network activity over time.  However this function is better addressed by a performance monitoring tool.

The Manager is responsible for setting monitoring periods and thresholds so as to limit the risk of increased congestion due to management communications.

1.5.21 Traceroute and Echo

A Network Manager should be provided with tools to generate ECHO request (ERQ) PDUs from any point in the ATN Internet, and to correlate the notifications of ECHO responses (ERP) and Error Responses with ECHO requests.  The generation and use of Test Data patterns as the payload of ECHO Request PDUs should also be supported, including monitoring for inconsistencies between responses and requests.

This tool assumes that all implementations are capable of initiating ERQ/ERP NPDUs with the Error bit set and partial route recording options.  ERQ priority, security (Traffic Type), checksum and user data all need to be configurable by the Network Manager.  Corresponding ERP options should be those of the received ERQ, unless the ERQ data part contains an ERP header.

The content of the ERQ/ERP data part is transparent as long as the first octet differs from 0x81.  No further constraints on the content/format of user data is required for the tool.  The tool will adopt a data part content specification which allows ERQ and ERP to be correlated (unique identification).  Further requirements on data part content are not considered desirable, to minimise interworking problems.  

In particular, time stamping should be provided in the MO Notification associated with the reception of ERQ/ERP, instead of carrying time stamps into ERP/ERQ data.

The NMS traceroute tool should support the following functions:

a) Test of System Reachability.  This property is verified via successful ERQ/ERP sequence for a given security/priority combination.  Failure to reach a system should be reported through ER NPDU reception.

b) One-way and two-way route display.  All IS NETs traversed by ERQ/ERP NPDUs are listed as reported in Partial Route Recording option, for a given security/priority combination.

c) Transit delays and round-trip calculations.  Time stamping of events is derived from notification timestamps as reported by the Agent to Network Manager.  If both source and destination systems are within the management domain, ERQ+ERP notifications enable calculation of both transit delays and round-trips.  If the destination system is outside of the management domain, only round-trips will be computed.  

1.5.21.1 Related issues

The following principles apply.

CLNP ECHO Req/Resp should use asynchronous SM notifications.  That is, the reception of an Echo response should result in a notification being generated, rather than being part of the response to the SM Action which caused the initial Echo request to be generated.

A mechanism is needed to enable Echo request / response correlation.  For example a defined data format such as a timestamp could be used for this purpose.  Notification timestamps are preferred to timestamp encoding in ERQ/ERP user data.  

Sending ERQ to airborne systems should be allowed.  This is currently allowed by ICS Technical Provisions.  However, this may be restricted by local policies (e.g. in Air-ground Routers).

Should it be permissible to send Echo requests to other (g-g) management domains?  By default ERQ to other management domains should be allowed.  Transmission of ERQ/ERP with route recording option across management domain boundaries may however be denied by local policy

1.5.22 RIB/FIB Monitor and Browser

The NMS should regularly monitor FIB and RIB state on each Router and report inconsistencies between a Router’s FIB and RIB state.

The NMS should also check the consistency of RIBs in adjacent Routers and report inconsistencies.

Consistency checks include:

a) adjRIB-in and adjRIB-out consistency on both sides of an adjacency

b) locRIB local preference calculation consistency across BISs of the same domain (assuming NMS knows the local preference calculation algorithm).  NMS should first rely on notification by IDRP of inconsistent local preference calculation between BISs in the same domain.  External consistency checks by NMS are required only when there is only one BIS in the domain or when IDRP itself is defective in performing checks.

c) adjRIB-out consistency with Domain policy rules (assuming NMS knows the policy rules and is able to “simulate” IDRP decision process)

d) locRIB and FIB consistency

Note.— These checks require common RIB/FIB dump formats.  This monitoring is part of preventative maintenance.  It is likely that only key systems/adjacencies will be under such monitoring.

The NMS should allow browsing of RIBs and FIBs of systems under analysis, e.g.  when a fault is being investigated.  This tool is then used in conjunction with previous traceroute and topology display tools.  

The NMS browsing tool should be able to build a topology map of the propagation of a given route throughout the network (tree from initiating BIS).  This function is considered as desirable but not mandatory for effective management.  IDRP Route Probe may be a more effective investigation tool.

1.5.23 Performance Management Toolset

The following subsections define elements of the toolset required for Performance Management.  They can also be used for Accounting and Fault Management to a lesser degree.

1.5.23.1 CLNP Monitoring

The NMS should regularly monitor CLNP forwarding data counts and ATN Linkage MO counts in BISs and possibly ESs.  The nature of the counters is highly dependent on the amount of detail required by Management for performance monitoring and accounting.  

Principles that apply:

a) Counting must be complete, i.e.  each NPDU must be counted at least once.

b) Counting should be minimal where possible.  Ideally, each NPDU should be counted only once.  

c) Breakdown per protocol is required (i.e. CLNP headers 0x81, 0x82, 0x83, else).

d) Breakdown per traffic type may be imposed by local management for accounting purposes.  This decomposition may be irrelevant if all links support all traffic types.

e) Breakdown per priority or priority group may be imposed by local management for accounting purposes.

f) Breakdown per adjacency/link before compression is required.

g) Separate counts of User Data and Header at CLNP level are not required as long as higher user data counters exist (e.g.  TSDU) which can be used to evaluate global protocol overhead.

h) Breakdown per matching NSAP/NSAP Prefix may be imposed by local management for accounting purposes.

The real-time activity of the performance monitoring relies on periodic retrieval of (a subset of) counters.  Thresholds on counters are also possible although not essential.

Offline activity of the performance monitoring relies on periodic retrieval of detailed logs and counters.  

1.5.23.2 Subnetwork Connection Monitoring

The NMS should regularly monitor sent and received data counts on subnetwork connections, and report variations between those at each end of a data link that exceed a set threshold during a reporting period.

Each subnetwork connection termination should be logged and/or notified to the NMS.  Information logged/notified should contain the cumulative counts for the corresponding connection.  These counters include at least the total of X.25 messages and data octets.  These counters together with adjacency counters (from CLNP monitoring tool) will be used to compute an average compression ratio.

For long-lived subnetwork connections (e.g.  ground-ground fixed adjacencies) partial counts over a reporting period need also to be supported.

1.5.23.3 Transport and IDRP Monitoring

Each TP4/IDRP connection termination should be logged and/or notified to the NMS.  Information logged/notified should contain the cumulative counts for the corresponding connection.  These counters include at least the total of TSDU/UPDATE messages and corresponding data octets.

1.5.24 IDRP Route Probe

The NMS should be capable of injecting a new IDRP route into a BIS local RIB in order to monitor its propagation into the network.  Because of System Design constraints, this feature may be available in some systems only.

The NMS should be capable of setting IDRP RIB “listeners” that notify the NMS of the reception of a given route.  Because of System Design constraints, this feature may be available in some systems only.

This tool may be used for fault management to verify the correct behaviour of IDRP propagation or IDRP policy settings.  It may also be used for performance monitoring of IDRP propagation.

1.6 Requirements for Air-Ground Application Management

Editor’s Note.— The text for this section is extracted from WG3 WP12-10: “System  management requirements for air-ground CNS/ATM-1 package applications” by F. Picard.

Most of the foregoing analysis has concentrated on network management of the ATN Internet.  This section considers the specific systems management requirements relating to air-ground applications.

1.6.1 Assumptions on the System management environment

1.6.1.1 Administrative Authorities

Management operations are usually performed by an Administrative Authority (AA).  An AA is an administrative unit responsible for the correct functioning of a set of systems and resources involved in the ATN data link operations. 

As far as the application resources management is concerned, two types of AAs are of interest: the airline AA and the ATC AA, respectively responsible for the management of the applications on-board the aircraft and of the ground-based applications. 

The Management Domain assigned to these AAs considered is limited - in the scope of this analysis - to communication resources implemented by the ATS air-ground applications, although other Management Domains could be defined for other types of applications (e.g. AOC).  It is assumed in this analysis that the scope of the AAs is limited to the resources related to the applications hosted in the air and ground ATN ESs.  The management of resources controlled by the lower layers (1-4) of both ESs and ISs and by the upper layers (5, 6 and part of 7 up to the dialogue service) of the ESs is outside the scope of this section. 

1.6.1.2 SM Managers

An airline AA monitors and controls the operation of the airborne part of the air-ground applications.  An airline AA may operate several distributed SM managers or a centralised SM manager on the ground.  As the distribution of the management centres on the ground does not impact the application SM requirements, the assumption is made that there is a single Airline SM Centre per airline from which all SM data related to the aircraft is sent and processed. 

The analysis takes no account of any SM Manager which may be installed in the aircraft.  If there is one, the communications between the air manager and the air agents is a local matter.

The ATC AA may have distributed SM managers or a centralised SM manager on the ground.  An ATC AA monitors and controls the operation of the ground part of the air-ground applications.  The assumption is made here that there is a single Management ATC SM Centre per ATC Authority. ATC AAs do not communicate directly with airborne SM agents.

Airline and ATC SM Centres may need to exchange SM information.  This will be done through exchanges between SM Managers based on bilateral agreements defining the nature of the exchanges (types of information, triggering events, frequency, etc…).  The SM information exchanged between SM Centres must be covered by an ICAO standard. 

This section focuses on the exchange of management information between agent and managers belonging to the same AA.  In theory, this contents of this information is to be defined by each AA, independently of the other AAs.  Actually it is not required to standardise this information nor the communication protocols needed to exchange this information on a world-wide basis.  Only communications between managers of different AAs require normalisation.  These communications are not covered in this section.

1.6.1.3 SM Agents

Each airborne ES implements an SM Agent.  The airborne SM Application Entity has a direct visibility of the Managed Objects (MOs) which have been defined in order to model the application resources implemented in the ES. 

Each ground ES implements a SM Agent.  The ground SM Application Entity has a direct visibility of the Managed Objects (MOs) which have been defined in order to model the application resources implemented in the ES. 

1.6.2 System Management Requirements of ATN Upper Layers and ATN Applications

System Management activities are usually grouped into the five following areas:

a) Fault management,

b) Configuration management,

c) Accounting management,

d) Performance management, and

e) Security management.

The SM Application provides services supporting one or several areas.  This section aims at identifying precisely the nature of these services, limiting the scope of the managed objects to the air-ground ASEs.  

1.6.2.1 Fault Management

1.6.2.1.1 High Level Requirements for Fault Management

Fault management concerns the detection of a problem, fault isolation and correction to normal operation.  Although fault management can to a certain extent be achieved by polling the managed objects, and searching for error conditions, fault management deals most commonly with notifications as they occur.  Data reporting mechanisms to report alarms or alerts is the best way to accomplish health checks of specific managed object’s performance without having to double the amount of polling being accomplished.  ISO standards define a specific notification (communicationAlarm) for reporting alarm conditions.

The ATN Provisions need to cover the management of faults that affect the ATN communication between organisations and between the air and the ground.

Faults detected and notified to SM managers reflect communication errors that occurred in the communication part of the ATN applications, i.e. the Application Entities. Faults indicate the abnormal behaviour of the ASE.  It should be clear that operational fault detection and management are under the responsibility of the application service users and are therefore outside the scope of the ATN SM application (e.g.  user actions not conforming to user requirements (Sub-Volume 2 chapters 2.1.7, 2.2.1.7, 2.2.2.7, 2.3.7, 2.4.7).

Faults identified should be those that reflect a failure of the communication system.  ‘Operational’ faults in Application protocols are not relevant for the SM managers. 

ASE communication faults need to be tracked in the following conditions: 

a) inability of an application entity to establish communications with a peer application entity,

b) loss of end-to-end communication between peer application entities, and

c) inability of the application entity to provide correctly the application service.

When the fault can be detected before it becomes serious, an alarm should be produced.  This alarm is needed only if the application user or the SM manager is able to react in such a way that the fault is avoided.  Otherwise, an alarm would be useless. 

An alarm should be sent when the fault occurrence is detectable.

Likewise, a detected fault is to be notified on-line to a SM manager if and only if this SM manager is able to react to the fault and improve the fault situation.  Otherwise, a log of the fault notification (via SM log procedures) or a local log of the event (via local trace procedures) is sufficient. 

A fault notification is to be sent only to Managers that can correct the fault situation immediately.  Otherwise a trace in a log is sufficient. 

1.6.2.1.2 Faults in ASEs

This section identifies amongst the faults occurring in the air-ground ATS applications (CM, ADS, CPDLC and FIS(ATIS)) the ones which have to be tracked by the SM application.  Basically, there are three types of errors affecting the ASEs: faults generated by the application-users, by the ASE and by the dialogue service provider. 

1.6.2.1.2.1 Application-user faults

Local faults caused by the application-users (e.g. invalid primitive or primitive parameter, primitive out of sequence) are detected locally by the ASE. The peer ASE is not informed of the fault.  The fault is indicated via a local means to the application-user which should log the fault notification and take the appropriate corrective action (redo or user-abort).  A remote SM manager would be unable to intervene, so there is no need to for on-line notification.

User-generated aborts reflect the detection by the user of a serious error.  Such an abort causes the brutal termination of the pending application communications. 

The failure of an instance of communication due to a user abort is to be logged.

1.6.2.1.2.2 Dialogue Service Provider faults

When a fault occurs in the dialogue service provider, a provider abort primitive is indicated to the application-users.  Such an abort causes the brutal termination of the pending application communications.  Very likely the fault has been also detected in the communication layer where it occurred and notified to the SM manager according to its severity.  There is no need to send at the application level a fault notification to the SM manager. 

The failure of an instance of communication due to a failure of the communication service provider is to be logged.

1.6.2.1.2.3 ASE-generated faults

These faults are identified in the application Provisions in Sub-Volume 2 under the heading "Exception Handling".  They identify either an error in the local ASE (e.g. an unrecoverable error) or in the peer ASE (e.g. reception of an invalid or not permitted PDU, time-out, etc.). 

It is assumed that ATC AAs are interested in being informed of these kind of errors as soon as possible.  The ASEs constitute the critical path of the operational data link information.  On the ground, they provide communication services to a wide range of users: controllers, surveillance systems, safety-related systems, meteorological systems, etc.  Switching to a backup system could be a corrective action when such an error is experienced. 

The airline AAs are likely to be less interested to get the fault notification on-line, since a ground controlled action would be difficult to implement.   

The failure of an instance of communication due to an error within the application is to be 

a) logged when detected in the aircraft,

b) notified to the SM manager when detected on the ground. 

In most cases, ASE level faults detected at one side of a datalink are indicated to the other side via the exchange of an ABORT PDU.  In other words, a resource in the air ES and a resource in the ground ES are able to detect the same ASE fault.  By looking at the abort reason, both ESs are aware of the nature of the fault, except when the transmission of the ABORT PDU is not possible (e.g. when an unrecoverable error is detected, it is likely that the system can not communicate any more).  The only exception to this rule is when the application-association can not be established due to a problem of the peer ASE not detectable in the peer ASE (e.g. invalid TSEL, unrecoverable error in the Transport, Session, Presentation, the ACSE or the CF).  However, this error is detected in the transport or in the upper layers of the peer ES.

Based on the fact that both sides are aware of the ASE-generated fault, there is no need to downlink fault notification in real-time to the airline SM manager.  The ATC SM manager can forward the notification to the airline SM manager. 

The fault notifications issued by airborne agents are logged locally.  The fault notifications issued by ground agents are sent to the ground ATC managers which can forward these notifications to the airline managers, based on bilateral agreements between the airline AA and the ATC AA.

1.6.2.2 Configuration Management

1.6.2.2.1 General Requirements

Some configuration parameters inherent to the ASEs may have to be known and/or modified by the SM manager.  Two types of parameters exist, as discussed in the following subsections.

1.6.2.2.1.1 configuration parameters defined in the ATN Technical Provisions.

The static configuration of an ES is determined by the identification of the applications actually installed in the ES, the subsetting rules of each ASE and the ASE version number.  These parameters are fixed for a given aircraft or a given ground system.  They are defined based on operational requirements and local choices of the airline or the ATC authority. 

There is actually no need to change the ASE static configuration before or during the flight.  However, the knowledge of the values taken by these parameters may be very useful to understand the global behaviour of the ASE. 

The SM manager is to be able to assess the data link application capability of an ES and to get the functional configuration of each application. 

Very few parameters are defined in the ASE Provisions as variable configuration parameters.  Actually, only the technical timers may be configurable in the ASE.  Values indicated in the ATN Technical Provisions are only indications of reasonable values.  In some operational contexts, the timer values may have to be customised.  Some implementations may choose to have fixed values for the timers, whereas others will allow configuring them.

1.6.2.2.1.2 Implementation dependent parameters.

Each implementation defines its own configuration parameters. The way the value of these parameters can be changed (locally or remotely, via operator commands or command files, etc.) is very dependent of the design of the implementations.  Moreover, the configuration parameters are visible only within a management domain. It is unlikely that an AA will allow another AA to retrieve and modify the configuration of its systems. 

The definition of the configuration parameters and the configuration means are outside the scope of the ATN Technical Provisions. 

1.6.2.3 Accounting

1.6.2.3.1 General Requirements

Accounting management is responsible for collecting and processing data related to resource consumption in the system.  The historical record of the usage of the resources may be necessary to understand how a problematic situation occurred.

The usage of the application resources can be measured by the user activity.  Two levels of measures may be required.  Global statistics should permit evaluating the amount of activity for a given application, and detailed statistics should allow understanding of the activity with a particular peer system. 

The number of invocations of each application service are to be made available for off-line analysis at application level and instance-of-communication level.  

The amount of resources in use for a given application is also characterised by the number of simultaneous instances of the ASEs.  For each instance, the resources used are characterised by parameters such as: 

a) the identity of the peer system, 

b) the mode of the ASE (when modes are defined, e.g. CPDLC/DSC/Forward), 

c) the mode of termination of each instance and, 

d) when relevant, the way the communication resources are managed by the users (e.g. the maintain dialogue option). 

The ES is required to notify every creation and deletion of instance of communications with the associated parameters. 

1.6.2.4 Performance Management

Performance management allows monitoring of the end-to-end performance of the ATN system to be provided to the application users.  It enables evaluation of the effectiveness of the communication resources during the operational functioning thanks to statistical information and logs of system state histories.

The workload of the applications is already measured - globally or on a connection basis - by the parameters identified in the previous section for the accounting functional area (number and type of service invocations by the users). 

1.6.2.4.1 General Performance Requirements 

The general performance requirements on the air-ground applications, in terms of the probability of message delivery or non-delivery, were summarised in 2.2.1.3.1.

These performance requirements can not be monitored at application level.  These performance metrics could be evaluated at transport level. 

1.6.2.4.2 Application-Specific Performance Requirements 

The performance requirements in terms of availability, integrity, reliability and continuity metrics specific to each air-ground application were summarised in 2.2.1.3.2
It seems difficult to monitor these performance requirements at application level. 

1.6.2.4.3 Transfer Delay Requirements

The transfer delay requirements, as a function of ATSC Class parameter, were summarised in 2.2.1.3.3.

It is proposed to measure the transit delay at the application level.  As the transit delay is indirectly dependant on the requested class of communication service, this parameter should be made available with the transit delay measurements.

As the messages are not, in general, time-stamped, and there is no defined clock synchronisation mechanism, the measurement of the transit delay needs to be performed on a round trip exchange.  The measure includes the transmission time of the request message, the message computation time by the remote system, the human response time and the transmission time of the corresponding response message.  If no dialogue was in place, the delay includes the connection establishment delay and the transfer delay for the two messages.  Otherwise, the delay includes the data transfer delay for the two messages only.

The mean and max values of application round trip delay are required to be measured for each confirmed application service. 

1.6.2.5 Security Management

Security management is responsible for controlling access to the system resources through the use of authentication techniques and authorisation policies.  Security functions are performed by the upper layers on behalf of the applications.  A specific ASE will be implemented to handle security mechanisms. 

The ASEs themselves will probably not perform security related actions. As a consequence, no resources will be defined at present in the ASE MIB to cover security.

2. MANAGEMENT INFORMATION GUIDANCE

Editor’s note.— Provisions for encoding MO attributes in PER need to be considered.  Potentially all MOs need to be augmented with PER-visible constraints and extensibility markers.

This chapter contains general material related to the method used to define management information in terms of MOs, MO Classes, and MIB structure (inheritance and containment hierarchies).

ATN Management Information is defined by specifying:

a) the containment (naming) hierarchy of the MO Classes that characterise the ATN MIB,

b) the inheritance hierarchy of the defined MO Classes,

c) the MO Class definition of ATN MOs,

d) the action type operations on the attributes of ATN MOs that are available to ATN System Management.

The formal definitions in Sub-Volume 6 are specified using the GDMO notation defined in ISO/IEC 10165-4.  In this guidance material, a less formal description based on a simplified MO template is used, in order to add descriptive information and rationale at the attribute level.

2.1 Global Containment Tree for One System

The upper part of the global containment tree (naming hierarchy) for one system is as illustrated in Figure 3‑1.

Note.— The subordinate nodes in the containment tree are defined in subsequent chapters.




Figure 3‑1.  Global MO Containment Tree for One System

2.2 “System” MO Classes

The generic attributes “objectClass”,  “nameBinding” and  “packages” (inherited from “top”) are implicitly included in every object class; thus they are not shown in other MO classes.

3. MANAGED OBJECTS FOR ATN APPLICATIONS

Note 1.— This chapter contains guidance on MOs for ground-ground and air-ground ATN Applications, including MOs for ATN systems management applications (CMIP) and MOs for ATN upper layers (Session, Presentation, ACSE, ATN-App-AE).

Note 2.— Systems management in the applications can be used:

a) to monitor the quality of service available to end-users,

b) to convey alarms to notify equipment failures and other exception conditions

Note 3.— Analysis of the applications has determined where systems management could be useful in monitoring the QoS as seen by end-users.  For example, for ADS, statistical information could be gathered on the operation of ADS contracts (contract type, reporting rate, etc.) which would allow some optimisation of communications bandwidth.  For CM, the response time to complete a Logon operation at various ground centres can be monitored, and any anomalies identified.

Note 4.— Systems management may be utilised to convey alarms to notify equipment failures and other exception conditions.  For example, in ADS the validity and availability of data required in an ADS Report may be called into question if there is a failure after the contract has been agreed.  Systems management notifications could be used to report the failure, thus allowing remedial action to be taken.

Note 5.— Configuration related MOs are considered out of the scope of the standardisation.  The resources to be configured and the way they are configured (management protocol, file exchanges, etc...) is defined on a management domain basis.  As configuration parameters are assumed not to be exchanged between system management authorities, no standardisation is required in this area.

3.1 Summary of Managed Object Classes

The following managed object classes are defined for the ATN Application layer: 

· applicationSubsystem 

· aTNcMae

· aTNcMaeInstance 

· aTNaDSae 

· aTNaDSaeInstance 

· aTNaRFae

· aTNaRFaeInstance 

· aTNcPDLCae 

· aTNcPDLCaeInstance 

· aTNfISae

· aTNfISaeInstance 

Editor’s Note.— MOs for ground-ground applications (ATSMHS, AIDC) are To Be Defined.

3.2 Containment hierarchy

The containment hierarchy is illustrated in Figure 4-1.  Shadowed boxes illustrate Managed Objects that can have multiple instances.  These objects are defined in detail in the following sections.
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Figure 4‑1.  Containment Sub-tree for Air-Ground Application MOs

The two levels of MOC identified in the containment hierarchy - i.e. AE MOC and AE Instance MOC - allow for distinguishing between management of the static aspects of the ATN application entities and dynamic aspects related to application association (e.g., per invocation).

Editor’s Note.—  Previous drafts of this document contained detailed MO definitions corresponding to the above containment tree.  The MOs for the ATN Applications were extracted from WG3/ WP12-11: “Elements of management information related to the ATN application layer” by F Picard.  These MO templates have been removed from this version because:

a)  they are now considered to be out of date as they have not been maintained for some considerable time;

b)  they were not “Summary MIB” MOs, rather proposed MOs for a single ATN End System;

c)  the requirements leading to the MO definitions had not been validated;

d)  it is not agreed within ATNP working groups that it is appropriate to include MO definitions in the ICAO material, as it may inadvertently constrain implementations unnecessarily.

The best current example of an ATN MIB is considered to be the ProATN/ACI “Convergent MIB” V1.4.  Work is in progress to validate the MOs defined in the Convergent MIB against the identified system management requirements.

3.3 Managed Objects for Systems Management Applications

ISO 10165-9, "Systems management protocol machine managed objects" is under development within ISO, and should be assessed for utility within the ATN architecture.

4. MANAGED OBJECTS FOR ATN ICS

Note 1.— For OSI lower layers, there exist a number of international standards which specify MOs for layer management.  These standardised MOs have been adapted and extended for ATN management.

Editor’s note.— The MOs defined here may move to the ICS Sub-Volume in due course, but for now this chapter serves as a "home" for these systems management requirements without disrupting the CNS/ATM-1 Provisions.

4.1 Introduction

4.2 Elements of Management Information for ATN Transport Layer

Editor’s Note.— This working draft only covers system management aspects pertaining to fault and performance management.  Accounting and Security management for the ATN Transport Layer will be considered in a future version of this document.

Note 1.— Configuration management is a system management functional area that has been considered to be out of the scope of the ATN provisions. 

4.3 Summary of managed objects

The following set of managed object classes is defined for the ATN Transport layer: 

· aTNtransportSubsystem

· aTNtransportEntity

· aTNcomodeTPM

· aTNtransportConnection

· aTNclmodeTPM

4.4 Containment hierarchy

The containment hierarchy is illustrated in Figure 5-1.  Shadowed boxes illustrate Managed Objects that can have multiple instances.  These objects are defined in detail in the following sections.




Figure 5‑1.  Containment Sub-tree for ATN Transport layer MOs

Editor’s Note.—  Previous drafts of this document contained detailed MO definitions corresponding to the above containment tree.  The MOs for the ATN Transport Layer were extracted from WG2/14 WP 441: “Elements of management information related to the ATN transport layer” by S. Tamalet.  These MO templates have been removed from this version because:

a)  they are now considered to be out of date as they have not been maintained for some considerable time;

b)  they were not “Summary MIB” MOs, rather proposed MOs for a single ATN End System;

c)  the requirements leading to the MO definitions had not been validated;

d)  it is not agreed within ATNP working groups that it is appropriate to include MO definitions in the ICAO material, as it may inadvertently constrain implementations unnecessarily.

The best current example of an ATN MIB is considered to be the ProATN/ACI “Convergent MIB” V1.4.  Work is in progress to validate the MOs defined in the Convergent MIB against the identified system management requirements.

4.5 Elements of Management Information for ATN Network Layer

Editor’s Note.— This working draft only covers system management aspects pertaining to fault and performance management.  Accounting and Security management for the ATN Network Layer will be considered in a future version of this document.

Note 1.— Configuration management is a system management functional area that has been considered to be out of the scope of the ATN provisions. 

4.6 Summary of managed objects

The following set of managed object classes is defined for the ATN Network layer: 

· aTNnetworkSubsystem

· aTNnetworkEntity

· aTNcLNS

· aTNlinkage

· aTNmobileConnection

· aTNfIB

· aTNidrpConfig

· aTNadjacentBIS

· aTNrIB

· aTNiSSME

· aTNmobileAdjacency

· x25PLE-DTE

· virtualCall-DTE

Editor’s Note.— Text to be extracted from the latest version of ATNP/WG2 WP “Elements of management information related to the ATN network layer” by S. Tamalet.  In fact, the best current example of an ATN MIB is considered to be the ProATN/ACI “Convergent MIB” V1.4.  Work is in progress to validate the MOs defined in the Convergent MIB against the identified system management requirements.

5. THE CROSS-DOMAIN MANAGEMENT INFORMATION BASE (XMIB)

5.1 Example Of Cross-Domain Management

Editor’s Note.— The content of this section is mostly imported from the working paper “Comments on ATN System Management Concept of Operations” by Teruaki Ito (ATNP/WG1/JSG-SM/WP13-08), subsequently updated by the author.

This section describes an example that explains how to use Cross-Domain Management Information.

5.1.1 Domain structure

Figure 6‑1 shows an example management domain architecture that is used to explain in this section.  In this section, it is discussed from the Management Domain A point of view.
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Figure 6‑1: Example of management domain architecture

5.1.2 Assumptions
In the environment illustrated, Management Domain A and Management Domain B make the following agreements:

a) Domain A can query the cross-domain management information of Domain B, receive notifications from Domain B, and operate on MOs which are contained by the “Partner” MOC of Domain B.
b) The XMIB user of Management Domain A establishes a management association to the XMIB Agent of Management Domain B permanently.
c) Domain A and C agree the same as the above.

d) It is restricted for an external domain to create and delete the “Partner” MOC.  The “Partner” MOC is locally created and deleted by the XMIB Agent.

e) An EFD included in the “Partner” MOC is automatically created by the XMIB Agent and an initial filter is set up so as to send all type of events to the partner domain.

f) Information contained in “Partner” MOs is discarded when a problem happens and an XMIB Agent needs to restart.  The XMIB User is responsible for keeping track of the information.

5.1.3 Containment Trees

Figure 6‑2 shows a containment tree used by an XMIB User of Management Domain A.  In Figure 6‑2, a Domain C MOC has the same type of MOC under Domain B MOC except the “Partner” MOC.
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Figure 6‑2: Containment tree of XMIB User in Domain A
Figure 6‑3 shows a containment tree used by an XMIB Agent of Management Domain A.
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Figure 6‑3: Containment Tree of XMIB Agent in Domain A

Editor’s Note.— Will a problem happen because of the difference of containment tree between an XMIB User and an XMIB Agent in the same domain?

5.1.4 Scenario

5.1.4.1 Initialisation
An XMIB Agent works according to the following procedures:

a) Create Domain MO and Local MO automatically,

b) Retrieve local management information from Local System Management Function, then create MOs having local information under the “Local” MO,

c) Create a Partner MO automatically and set partner information which is stored locally,

d) Create a Log MO, an EFD MO, and the other MOs under the Partner MO based on the agreement of the two Domains,

e) Set a filter of the EFD MO for selecting the type of events to be sent,

f) Create MOs for the other partners according to the same procedures from c) to e).
An XMIB User works according to the following procedures:

a) Establish an association to a local XMIB Agent located in the same domain,

b) Retrieve current status from the local XMIB Agent,

c) Establish an association to an external XMIB Agent,

d) Retrieve current status from the external XMIB Agent,

e) Establish associations to and retrieve current status from the other external XMIB Agent.

5.1.4.2 Exchange the Management Information

An XMIB User retrieves management information from an XMIB Agent on a demand basis.  When an XMIB Agent receives a request to retrieve information, the XMIB Agent obtains the information from a local XMIB or Local System Management Function, then the XMIB Agent responds to the request.

When a notification occurs, an XMIB Agent sends an event or events according to the following:

1) Select a partner,

2) Discriminate the notification from a filter of an EFD relating to the partner, and

3) Send an event to the partner’s XMIB User under the discrimination.

The XMIB Agent repeats the above procedure for the other partner(s).

5.1.4.3 Synchronisation
A synchronisation procedure is required when a problem occurs.  In this case, management information an XMIB User has may be different from that an XMIB Agent has.

An XMIB User works as the follows:

a) Establish an association to an XMIB Agent if needed,

b) Retrieve MOs under the relating Partner MO,

c) Create MOs if the MOs are lost,

d) Confirm information obtained from the XMIB Agent and set appropriate information if needed.

An XMIB Agent works the same as initialisation after restarting because the agent does not need to keep track of the Partner MO and further MOs.

6. ATN SYSTEMS MANAGEMENT COMMUNICATIONS ARCHITECTURE 

6.1 Communications Protocols

A profile is a selected set of standards with various choices made for those elements which are optional in the standards.  The aim of this section is to consider the requirements for communications profiles for general ATN systems management, and to define the provisions necessary for ATN standardisation.

Two distinct non-interoperable communication profiles are specified for ATN systems management:

a) There exist well-defined internationally standardised communication profiles for general systems management, and one such profile is specified in Sub-Volume 6.  This is the default systems management profile for general ground-ground inter-domain management communication, and must be supported by all boundary management systems.

b) For air-ground management communication, a lightweight efficient protocol mechanism is specified in order to optimise the use of the bandwidth-limited air-ground data links.  This can also optionally be used for ground-ground management communication.

Within a Management Domain, the choice of communications profile is a local matter.  Inter-domain management communications may be based on either of the above profiles, or other management protocols such as SNMP or vendor-specific solutions, or any combination of these.

6.1.1 Summary of Requirements

The key technical provisions and guidance material are required to:

a) Define a CMIP communications profile based on identified functional requirements for ATN systems management, bearing in mind the need for future extensibility and the potential for interworking both with existing CMIP products and with other systems management technologies.  

b) For bandwidth-limited environments, such as mobile subnetworks, define a mapping of the selected profile to the efficient upper layer protocol stack specified in the ULCS Provisions, which in turn maps to the lower layer stack specified in the ICS Provisions.

c) Specify a presentation context and a new application context based on PER encoding of all systems management and ACSE APDUs.

Note.— The existence of COTS products implementing the CMIP profile must be taken into consideration.

6.1.2 Default Inter-domain Standard CMIP profile

To maximise the use of established management software solutions, an international standardised profile (ISP) is adopted for cross-domain ground-ground management communications using CMIP.  This is adapted slightly for use over the ATN Transport Service rather than the standard OSI Transport Service.

The candidate ISPs which could potentially be adopted for ATN system management are ISO/IEC ISP 11183 parts 1 and 2.

ISO/IEC ISP 11183-1 specifies how the Association Control Service Element (ACSE), the Presentation layer and the Session layer are used to provide the required upper layer functions for the CMISE/ROSE functions.  In addition, requirements for abstract and transfer syntax handling are specified.

Part 2 of ISP 11183 specifies how the OSI Common Management Information Service Element (CMISE) combined with the OSI Remote Operation Service Element (ROSE) are used to provide the complete set of operation and notification services to the CMISE-service-users of two end systems.  It specifies the CMIP / ROSE protocol features for the definition of the Enhanced Management Communications profile, identified as AOM 12.

Part 2 of ISP 11183 defines the support level of all of the OSI management communication features needed by implementations, and it includes the common Part 1 provisions by reference.  It specifies general purpose management communication capabilities by requiring the support of all CMIP Functional Units (FUs) except the extended services FU.

The support of the complete set of operation and notification services, and of the corresponding protocol elements does not imply that all these features must be used in all instances of communications.  The selection of the features depends on the needs and dynamic requirements of the CMISE-service-users who may choose between:

a) application entity roles

b) functional units

c) operation / notification services

d) optional parameters.

6.1.3 Efficiency-enhanced “FastMIP” profile

For systems management communication between ground-based manager applications and airborne agent applications, or vice-versa, an efficient data encoding mechanism and minimal protocol overheads are required.  The efficiency-enhanced CMIP profile defined for the ATN is designated the “FastMIP” profile, to distinguish it from the default “Full CMIP” profile.

In summary, the "FastMIP" protocol stack consists of utilising the "Fast Byte" stack specified in the ULCS Provisions.  This requires the short connect / null encoding options of Session and Presentation layers, PER-encoded ACSE edition 2, and PER-encoded application information.  

The rationale for this decision is based on a number of factors, including:

a) bit-efficient protocol for limited bandwidth air-ground datalinks,

b) avoidance of multiple parallel protocol stacks in ATN systems,

c) simplified certification requirements,

d) compatibility with the existing air-ground applications,

e) lightweight ATN upper layers in ISs. 

ATN applications in general are specified to utilise the protocol stack defined in the Internet Communications Service (ICS) and Upper Layer Communications Service (ULCS) provisions.  There are requirements:

a) to avoid multiple protocol stacks in ATN systems, and

b) to use highly bit-efficient protocols over mobile subnetworks.

Therefore, for ATN systems management, a CMIP profile is required which is based on the ULCS and ICS provisions.

Existing international standardised profiles (ISPs) for the OSI systems management protocol CMIP (e.g. references [2] and [3]) assume that:

a) basic session and presentation layer functionality is present, and

b) CMIP and ACSE APDUs are encoded for transfer using the Basic Encoding Rules of ASN.1.

Neither of these assumptions is true for the profile defined in Sub-Volume 4 for the ATN ULCS.

The ISPs also assume a standard connection-oriented Transport service, and as such there is no provision for ATN-specific parameters defined in Sub-Volume 5 for the ATN ICS, such as traffic type and class.

The ULCS provisions specify that all data transferred between applications uses the Packed Encoding Rules (PER) for information which is defined using the ASN.1 notation.  The CMIP standard assumes that ASN.1 Basic Encoding Rules (BER) will be used.  Hence, the CMIP abstract syntax definitions are not currently specified to take full advantage of ASN.1 extensibility features and optimal PER encoding.  To this end, it may be necessary to augment CMIP and ROSE ASN.1 definitions to add PER-visible constraints and extensibility markers.

The use of the FastMIP profile requires:

a) If major efficiency gains can be made, augment the CMIP abstract syntax specification in ISO/IEC 9596-1 with PER-visible constraints and extensibility markers, in order to allow optimal encoding efficiency and provision for backwards compatibility in the future.

b) Specify that CMISE APDUs are to be encoded for interchange using PER.

c) Specify MO attribute syntaxes using PER-visible constraints and extensibility markers

d) Specify that attribute values are to be encoded for interchange using PER

e) As ULCS supports only a single presentation context, ensure that a mechanism is in place to distinguish PDUs from different abstract syntax modules.

6.1.3.1 Extensibility and Encoding

The encoding issue thus applies at two levels: 

a) the encoding of CMIP/ROSE/ACSE APDUs, and 

b) the encoding of the MIB information.

6.1.3.1.1 Encoding of CMIP/ROSE and ACSE APDUs

Given the existing ULCS architecture, the "Fast Byte" presentation profile requires all presentation data to be taken from a single presentation context.  This implies that all application data must be treated as part of a single abstract syntax definition.  The ULCS Provisions contain mechanisms for routing received application data to the correct ASE, which are independent of the presentation context.

The ATN profile requires the following features:

a) The abstract syntax module defined in clause 9 of the ACSE protocol specification is augmented with the ASN.1 extensibility notation, as specified in ISO/IEC 8650-1 Amendment 1.

b) The system supports that encoding which results from applying the ASN.1 packed encoding rules (basic, unaligned variant), as specified in ISO/IEC 8825-2, to the abstract syntax module specified in ISO/IEC 8650-1 Amendment 1.

c) Packed encoding rules (basic, unaligned) are used for encoding all ACSE Protocol Control Information (PCI) for interchange.

6.1.3.1.2 Encoding of Embedded Management Information

The CMIP syntax encapsulates MO information by means of definitions such as:

Attribute ::= SEQUENCE {


attributeId

AttributeId,


attributeValue
ANY DEFINED BY attributeId

}

The actual type used in the ANY DEFINED BY will depend upon the definition of the attribute.  For example, a counter attribute may be defined as an INTEGER type, in which case the transfer syntax would be a PER-encoded unconstrained INTEGER value.  

In principle it would be possible to re-define all attributes to have EXTERNAL syntax at the CMISE level.  This could then encapsulate the attribute value encoded using BER.  In this way, standard BER could be used by the Manager and Agent applications.  However, there are a number of drawbacks:

a) non-standard attribute definitions,

b) loss of encoding efficiency,

c) dual encoder/decoders per SM stack.

This approach is therefore rejected, and it is assumed that the management information in the MIB will belong to the same presentation context as used for ACSE and other ATN applications.

6.1.3.2 Suitability of Existing International Standardised Profiles

As discussed for the Full CMIP profile above, the candidate ISPs which could potentially be adopted for ATN system management are ISO/IEC ISO 11183 parts 1 and 2.

ISP 11183-1 is based on a full OSI upper layer stack.  It does not take into account the efficiency option of the presentation and the session protocols, nor does it take into account the second edition of the ACSE protocol.  ISP 11183-1 section 8 requires ISP conforming systems to encode PDUs with the Basic Encoding Rules.  ISP 11183-1 does not require the compliance to ISO/IEC 8650-1 Amendment 1. 

The ISP requires conforming implementation to support at least 2 simultaneous presentation contexts.  The ATN specification is non-conformant to the ISP proforma, in that only one presentation context is supported.  In the case of the System Management Application, the presentation context should identify a single abstract syntax formed by ACSE and ROSE/CMISE abstract syntaxes, and a single transfer syntax.

Studies have compared ISP 11183-1 with the functionality specified in the ULCS Provisions and concluded that the efficient ULCS profile is capable of supporting either of the AOM 11 and AOM 12 CMIP profiles.  An extension to the current ISP 11183-1 could be proposed, which would include this new protocol functionality.

It has thus been shown that the ULCS Provisions fully support ISP 11183-2 (AOM 12) for CMIP support.

6.1.3.3 Changes Required to AOM 12

Having selected an ISP, the specification of the FastMIP stack still needs some additional detailed work.  It has been shown that the internationally standardised AOM 12 profile can be used, if references to ISP 11183-1 (ACSE, presentation and session for use by CMISE/ROSE) are replaced by references to the ICAO ULCS stack.  

Some optimisation of AOM 12 is still required.  For example, the CMIP standard defines the following type to identify MO attributes:

AttributeId ::= CHOICE {


globalForm 
[0] IMPLICIT OBJECT IDENTIFIER,


localForm
[1] IMPLICIT INTEGER

}

AOM 12 specifies that all MO attributes are identified using the global Object Identifier form.  This entails a very large overhead for systems management operations which involve several separate attributes.  For a specific application context, such as ATN systems management, it is permissible to define INTEGER values instead of Object Identifiers, and to use the localForm of identification, which is much more bit-efficient.  However, the local form is defined in AOM 12 as "out of scope" for that profile.

The communication profile for ATN system management is therefore as specified in ISO/IEC ISP 11183-2 (CMISE/ROSE for AOM 12) [3], with the following general modifications:

a) All references to ISP 11183-1 to be replaced by references to the ULCS Provisions

b) Local forms of identification to be allowed where this will make a large difference to the overhead.

6.1.4 Use of the ATN Transport Service

6.1.4.1 The ATN specific parameters

The ATN upper layers make use of the Transport Service (TS) provided by the ATN Internet.  This service differs from the ISO standard TS, as it provides the applications with visibility of parameters used by the ATN internet for data routing, depending directly of the type of application and the quality of service requirements of the communication service users.  In addition to the usual QOS transport service parameters (Transport checksum, priority), an ATN specific parameter has been defined at the transport interface level (Security Label).  All these parameters have to be handled by the AE. 

Use of the Transport checksum

The TS-User specifies whether the transport checksum is required on a particular instance of communication.  In the Sub-Volume 4 ULCS this is done by the Dialogue Service user specifying the required residual error rate in the T-CONNECT quality of service parameter. 

As for the air-ground applications, the residual error rate requested for the SM application will be "low", meaning that the transport checksum mechanism is to be operated.

Transport connection priority

The application belongs to an application category to which a priority is assigned.  The value of the priority parameter is therefore not given by the application user but is a given per application.

The priority value assigned to the SM Application is "Network/Systems Administration".

ATN Security Label

The TS-user is responsible for passing the ATN security label parameter to the TS-provider with the format specified in the ATN Internet Provisions.  It defines for an instance of communication the traffic type (ATSC, AOC) and the category (class 'A' to 'H' for ATSC, representing the requested transit delay).  The value of the traffic type is given per application (e.g. the Sub-Volume 2 applications are ATSC applications).  The category is provided by the application user through the “Class of Communication" parameter.

The SM Application will be assigned a traffic type dedicated to system management exchanges "ATN SM Communications: No Traffic Type Policy Preference".  There is no category for this traffic type.

Editor’s Note.—  The following text has been adapted from the equivalent section of the AMHS Guidance Material in the Comprehensive ATN Manual (CAMAL) Part III, section 6.2.2.

An ATN Manager or Agent application by definition uses the ATN Transport Service to communicate with peer systems management entities.

Several parameters need to be given to the transport service provider when requesting a transport connection to be established.  These parameters are specified in Sub-Volume 5 of the ATN Technical Provisions.  For most of these parameters, a single value is selected, either in the Technical Provisions or as a local matter, to be used when establishing a transport connection between two ATN SM applications.

More specifically, the base SM standards used in these Technical Provisions do not allow for the establishment of different transport connections with different quality of service parameters, based on the distinction between application level priorities.  Thus a single transport priority is used.

The way to request the use of the specified parameters at the Transport Service provider is an implementation matter which is out of the scope of the ATN Technical Provisions.

6.1.4.2 Use of the Transport Service for the AOM 12 Profile

If profile AOM 12 is supported, then the profile is intended to be capable of using any supporting T- profile for the connection-mode ISO transport service.  This would include for example an ISO 8073 Class 0 Transport protocol (TP0) over X.25.  This cannot be implemented over the ATN, it is therefore out of the scope of the ATN Technical Provisions.  However it may be required, for example, if interconnection with a public managed network is the local policy of a given Management Domain.

In such a situation, the co-existence of the support of Classes 0 and 4 of the ISO 8073 Transport protocol is an implementation matter, which is out of the scope of the ATN Technical Provisions.

Furthermore, the parameters specified concerning the use of the ATN Transport Service are not applicable in such a context.

6.1.4.3 Implementation options

For those off-the-shelf SM applications which do not intrinsically support the use of the ATN Transport Service, the otherwise compliant upper layers and application entities may be integrated as follows with the lower layers of an ATN end system.

At the lower boundary below the upper layers and application implementation, a transport service interface may be specified to intercept the transport service primitives, and to map these onto ATN Transport Service primitives using the intercepted data and additional parameter values which cannot be passed from the upper layers.

The consolidated ATN Transport Service primitive can then be passed to the transport service provider which provides the ATN Internet Communication Services.

The parameters required by the ATN Transport Service Provider for the establishment of an ATN transport connection are specified in section 5.5.1 of the ATN Technical Provisions.  They are as follows:

a) called and calling TSAP addresses;

b) whether or not the expedited data option is required;

c) the required residual error rate (RER) to determine whether or not non-use of the transport checksum is allowed;

d) the Transport Connection Priority to be mapped into the resulting CLNP (Connectionless Network Protocol) NPDUs (Network Protocol Data Units); and 

e) the ATN Security Label.

The ATN Security Label and the requested Transport Connection Priority are examples of additional parameters which cannot be passed from the non-ATN specific upper layers.

Such an implementation architecture is depicted in Figure 7‑1.




Figure 7‑1.  Transport Service Mapping
A similar mapping mechanism between a lower boundary interface and the transport service interface offered by the actual transport service providers may also be implemented in case of co-existence of different transport protocol stacks within a single system (e.g. ATN Transport Service and ISO TP0 over X.25 for connectivity towards a public managed network).

6.2 Rationale for ATN Systems Management Architecture

Editor’s Note.— The content of this section is mostly imported from the working paper “System Management Application (SMA) – The Fast MIP Option” by Frédéric Picard, February 1998.

The ATN System Management Application (SMA) is based on the internationally standardised OSI System Management Framework.  The SM application allows remote management of resources of all kinds.  The SM application provides the manager system with the capability to communicate with a managed system in order to manage a resource that is contained in or controlled by the managed system. 

The Provisions for System Management in the ATN cover on the one hand the interface between manager and agent and on the other hand the identification of the managed object which must be accessible via System Management on ATN Intermediate Systems and End Systems.

In the OSI SM framework, manager and agent systems communicate with one another, using an OSI protocol stack and the application layer protocol CMIP.  The protocol stack is denoted "Full-stack", in that the full functionality of both Session and Presentation protocols are assumed to be implemented.

In the ATN environment, the identification of the upper layers services required by the air-ground applications and the consideration of the constraints of the air-ground communication segment has led to the selection of a minimum upper layer stack, the "Fast Byte" stack, included as a base component of the ATN Upper Layer Architecture (ULA). 

From this situation emerged the idea to specify the ATN SM application composed of the OSI service elements responsible for handling the application protocol (CMISE, ROSE and ACSE) and relying on the ATN upper layer stack (Fast Byte). 

The different aspects of this option, identified as the “Fast MIP” solution, are discussed in the following subsections, which:

a) explain why the Full Stack is not always appropriate for supporting the communications of the ATN SM application,

b) recall the main characteristics of the ATN ULA.  The objective is to check that the SM application is compatible with this architecture,

c) identify the most important tasks needed to port a Full Stack based SM application onto a Fast Byte stack. 

6.2.1 Rationale for implementing the SMA on a "light" upper layer stack

The SM Application operates in connection-oriented mode, i.e. the application-association established by the CMIS-users is mapped onto a Presentation connection before any management activity occurs.

In fact, the SMAE makes use of a limited set of Presentation services in order to open a connection and send data on this connection:

· The CMIS-user uses the A-ASSOCIATE, A-RELEASE and A-ABORT services from ACSE,

· CMISE requires services from ROSE only.  It does not use Presentation services directly,

· ACSE uses the P-CONNECT, P-U-ABORT, and P-P-ABORT services, whilst ROSE uses the P-DATA service only.

Therefore, it is not necessary to implement the full presentation and session functions in systems supporting the SM application.  In particular, all the traditional Session services to handle synchronisation, activities, expedited data, etc. are not used.  These functions were designed to support upper layer communication functionality for general-purpose applications (e.g. X.400, FTAM, etc).  The already-defined ATN applications do not require these powerful functions (e.g. the session synchronisation and activity services or the presentation re-negotiation of presentation contexts).  The integration of the SM application in the ATN routers and ES does not justify by itself the provision of the full presentation and session services.  The additional services would lead to the installation of a dual-stack (full stack and fast byte stack) in the ESs and of a full stack in the ISs whereas the services of the full stack actually used for SM activities are limited to the services provided by the Fast Byte stack.

It should be noted that the SM application is unlike operational applications, in that the SM application is required to operate in degraded situations, i.e. when the use of certain resources becomes critical.  Complex operations such as those provided by the full OSI session layer are not required during these periods of time.  The establishment of the connection between the agent and the manager and the transmission of the data should be as efficient as possible.  This is precisely the service offered by the ATN Upper Layer Stack.

In addition to these technical reasons which show that the full upper layer stack is not required by the OSI-based SM application
, another consideration specific to the aeronautical environment is certification of on-board systems.  A full stack implemented for supporting the communication activities of the SM application would require to go through the complex and costly process of certification.  Knowing that most of the implemented functions would not be used by the avionics, the effort needed for the certification does not seem justified. 

6.2.2 ATN Upper Layer Architecture (ULA)

This section revisits the main characteristics of the ATN Upper Layer architecture.  Comments in italics evaluate the impact of these characteristics on the ATN SM Application. 

The ATN ULA provides a framework for the standardisation of ATN applications.  This framework is based on the concept that a set of common communication services are provided by the "Upper Layer" on which ATN application protocols can be developed.  The ATN ULA conforms to the OSI XALS architecture ISO 9545.

The ATN SM application should be considered as a particular air-ground ATN application.  There is no reason why the methodology used for specifying the ATN applications could not be used for the ATN SM application. 

The task of the "Upper Layer" services is to enhance the transport service provided by the ATN Internet to its users and to provide high-level services required by the applications to carry out the application protocols.  

For instance, the ATN Transport Service Provider does not guarantee the delivery of all submitted data in case of connection release.  Neither does it allow its users to reject a connection release requested by the peer.  It is up to the applications to control the reception of all data before requesting the connection release and to implement an application-level protocol handling the release negotiation – in fact this is handled by the ULCS (Sub-Volume 4). 

The ATN transport service is used to send unstructured data over the ATN.  The applications using this service need to negotiate to some extent the nature of the data exchanged in terms of data types and encoding rules.  The data flow on the connection need to be structured as a dialogue for which the rules of establishment, release and data transfer should be defined and controlled.  

The SM Application needs the following Upper Layer services:

· graceful release,

· optimisation of  the use of the Transport service (use of the T-CONNECT user data),

· negotiation of the encoding rules used during the communication,

· PDU delivery to the relevant ASE, and

· management of all release collision situations.

OSI standards recognise that the functions listed above have to be implemented by any transport service user, whatever the operational purpose of the application is.  Layers 5 to 7 of the Basic Reference Model (Session, Presentation and Application) have been designed to implement the protocols needed to provide these functions in a consistent and efficient way.  These layers prevent the applications from needing to be concerned with these functions.  Implementing an application directly onto the transport service is possible but this would mean implementing in the specific application some of the common upper layer services.

Porting an OSI SM Application over the ATN Transport service would necessitate a "glue layer" between the TSP and the SM Application.  This glue is functionally equivalent to the ATN Upper Layers (i.e. Fast Byte Session and Presentation, and the CF).  It is logical to use them instead of developing a specific interface module.

An ATN application which conforms to the ICAO Technical Provisions is composed of the functional elements illustrated in Figure 7‑2:

a) The Application Process (AP) is the element in a real Open System which performs the processing for a particular application.

b) The Application Entity (AE) is that part of the AP which performs the communication functions needed by the application using defined application protocols and the underlying presentation service.

c) The Application Service Element (ASE) provides a set of communication functions for a particular purpose. Some ASEs have been defined by ICAO to handle ATN-specific protocols. Some others - more generic, useful for a number of applications - have been standardised by ISO.

d) The Control Function (CF) exists within the AE to co-ordinate the use of the different services provided in the constituent ASEs and the use or the provision of the external services (AE service and presentation service).

An abstract service has been "artificially" defined in the middle of the ATN AE.  The Dialogue service provides a simplified connection-oriented communication service to the ASEs hiding from them the complexity of the ACSE and the Presentation service primitives and parameters.  The specification of the protocol handled by the ASEs is made simpler.  There is no requirement for a product to implement a concrete dialogue interface (i.e. an Application Programmatic Interface, API).  This approach has been chosen for the air-ground applications.  For the AIDC application, the dialogue service has been replaced by a connectionless communication service, making the AIDC protocol a step simpler.  

The SM Application Entity contains ISO-defined ASEs which have been designed in the initial ALS structure.  The underlying service of these ASEs is directly the service of another ASE (ROSE service for CMIP) or the Presentation service itself (Presentation service for ACSE and ROSE protocols).  These ASEs will be integrated in the ATN SM AE as standardised by ISO.  Three types of internal structure may be envisaged for the SM AE:

· the dialogue service is used by the CF,
· the dialogue service is not used at all by the CF,
· the dialogue service is enhanced to provide the CMIS service.
The three structures are discussed later, and it is concluded that the dialogue approach is the more appropriate for the SM application.
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Figure 7‑2.  The ATN Upper Layer Architecture

An ATN application entity is fully specified when all of the constituent ASEs and the Control Function are specified.  The AEs specified in the ULCS include at least the Association Control Service Element (edition 2) and an application-specific ASE.  ACSE is used to create and maintain an application-association between the communicating AEs.  The rules of use of the associations are defined in the application context.  It defines the communications behaviour, how the ASE association can be started and finished and a set of rules and state information.

The ATN SM Application will rely on ACSE Edition 2, and CMISE combined with ROSE.  Other ASEs may be added (SMASEs) to handle specific SM functions.  The application-context defined in the OSI standard for the SM application is not valid in this context.  A new application-context is required to support PER as encoding rules. 

In addition, the ATN Upper Layer Architecture provides a global naming scheme used to identify unambiguously any ATN application in any End System.  A unique name can be built from the type of the AE (System Management is a specific type) and the location of the ES where the application is run (either an aircraft or a ICAO ground facility).

The ATN Naming scheme allows for the identification of a single application of the same type within an aircraft or a ground system.  There is a problem here in the initial provisions if two instances of the SM applications need to be identifiable (for instance, in an aircraft, one SM application in the ES and one SM application in the IS).  The problem is solved by the naming and addressing extensions in Sub-Volume 4, which allow a System-ID to be specified unambiguously.

6.2.2.1 "Fast Byte" Stack

The "Fast Byte" concept designates a subset of the efficiency options of the session and presentation protocols.  This allows the service users to negotiate in a very efficient way the non-use of the protocol during the data transfer phase and the connection release phase but to use the connection establishment phase to negotiate some communication parameters.  In addition, the fast byte session protocol optimises the use of the transport service by sending user data directly in the T-CONNECT request when the data size allows for it.

The following assumptions are made on the applications using the "Fast Byte" option (comments in italics check the applicability of each assumption in the SM application):

a) The applications are identified within the ES by the Transport selector. Both session and presentation selector are null.

The SM Application does not need Session and Presentation selectors.  ATN addresses need to be assigned to SM applications hosted in ESs and in ISs. 

b) The applications do not invoke presentation services other than the P-CONNECT, P-DATA and P-ABORT services.  If the constituent ASEs make use of other services (e.g. P-RELEASE), the CF is responsible for mapping them onto available services.  The P-ABORT service will be invoked without user data.

CMISE assumes the use of the A-RELEASE of the ACSE.  The CF for the SM application will provide the mapping mechanism P-RELEASE/P-DATA+P-ABORT.  The P-ABORT is invoked by ACSE to abort the connection and send the ABRT APDU.  The CF for the SM application will provide the mapping mechanism P-ABORT(data)/P-DATA(data)+P-ABORT.

c) The orderly release function provided by the basic session protocol is not available to the session service users.  This orderly release capacity has to be handled by an application level component.  The CF specified in the ULCS Provisions supports this functionality in co-operation with ACSE.

The mapping mechanism A-RELEASE/P-DATA(RLRQ)+P-DATA(RLRE)+P-ABORT performed by the CF guarantees the graceful release.

d) An ATN application supports a single abstract syntax indirectly identified by the type and the version number of the application.  Actually, this "unique" abstract syntax is the collection of the abstract syntaxes of the constituent ASEs.  The implicit identification avoids the initiator presentation entity sending the AS reference to the receptor and subsequently the need to identify for each data sent the presentation context the data refer to.  The drawback is that the receiving AE is no longer able to deduce (from the presentation context) which ASE is the actual recipient of the PDU.  PCI data is sent by the initiator CF to receptor CF to identify recipient ASE.

It will be assumed that ACSE, ROSE and CMISE ASN.1 specifications are part of the same abstract syntax.  The CF will be able to send PDUs to the relevant ASE (ACSE or ROSE)

e) As a consequence of the "unique" abstract syntax, all the PDUs generated by the AE are encoded using the same set of encoding rules.  The connection establishment phase is used by the peers to negotiate the actual encoding rules. 

This means that the user data of CMIS must be encoded in PER.  CMIS user data are the arguments of the CMIS operations.

6.2.2.2 The Control Function

The "Fast Byte" stack provides the minimum protocol offering a limited presentation transfer-syntax negotiation and removal of the session orderly release functionality. 

As indicated above, some useful functions provided by the OSI “full stack” upper layers have been allocated to the Control Function of the AE:

a) identification of the recipient of the received PDU,

b) mapping of the presentation service expected by the constituent ASEs onto the "Fast Byte" presentation service", in particular the P-RELEASE and the P-ABORT with user data,

in addition to standard CF functions:

a) management of the release collision situation,

b) transfer of the ASE version number.

All these functions are performed by the ULCS CF specified in Sub-Volume 4. 

6.2.3 Porting OSI SM Protocols to the ATN Upper Layer Environment

The International Profiles AOM11 or AOM12 specify how CMISE combined with ROSE and based upon ACSE, Presentation layer protocol and Session layer protocol are used to provide a basic subset (or an enhanced subset) of operation and notification services to the CMSIE-service users of the two end systems.  

Both profiles require the support of part 1 of ISO/IEC ISP 11183 (specification of ACSE, presentation and session protocols for the use by ROSE and CMISE). 

The following table highlights the main differences and identifies what has to be done when porting the CMISE/ROSE AE over the ATN stack to compensate for the differences between ISP 11183-1 and the ULCS (in addition to the development of a CF).

Full Stack
ATN Stack
What has to be done to port a full stack-based SMA to a fast byte-based SMA 

ACSE

Includes ACSE edition 1 and Amd1 (authentication)
Includes ACSE edition 2
The main difference comes from additional fields in the ACSE ASN.1 (e.g. application-context-name-list), new PER-visible constraints and extensibility markers
. The minimum task is an re-compilation of the ACSE ASN.1

A conformant implementation shall support both roles (initiator and responder)
A conformant implementation shall support at least one role (initiator or responder)


A conformant implementation shall encode ACSE PDUs in BER
A conformant implementation shall encode ACSE PDUs in PER
An analysis of the Full Stack SMA should be carried out to determine how easy/difficult it is to switch from the BER encoder to the PER encoder.

If the Authentication FU is supported, the "authentication-mechanism name" parameter shall be supported in the AARQ
The "authentication-mechanism-name" parameter of the AARQ is not supported
An analysis of the Full Stack SMA should be carried out to determine whether the field "authentication mechanism name" is used when building the AARQ

The "implementation information" parameter shall be supported in the AARQ for the receiver
The "implementation information" parameter is optionally supported in the AARQ for the receiver
An analysis of the ATN Stack SMA should be carried out to check that the field "Implementation information" is supported by the receiver.

The Form1 (Directory Name) shall be supported by a conformant implementation
The Directory Name form is not supported at all by the ATN stack
There is a potential blocking problem here if the Full Stack SMA supports uniquely this form of AE Title

The "other" Authentication Value Form shall be supported by any receiving conformant implementation
The "other" Authentication Value Form is not supported for receiving
An analysis of the Full Stack SMA should be carried out to check that the authentication value can not take the form "other"

CMISE/ROSE

A conformant implementation shall encode CMISE/ROSE PDUs in BER
A conformant implementation shall encode CMISE/ROSE PDUs in PER
An analysis of the Full Stack SMA should be carried out to determine how easy/difficult it is to switch from the BER encoder to the PER encoder..

PRESENTATION


A conformant implementation shall implement the short-connect and the null-encoding options
The SMA shall be able to select these options.

A conformant implementation shall be able to support at least 2 presentation contexts.
An ATN conformant implementation does not handle more than one presentation context
The management of the presentation contexts shall be simplified (in particular the presentation context definition list shall not be used).  


An ATN conformant implementation shall allow the presentation service user to select the session "no-orderly release" FU.  
The SMA shall be able to select this FU.


An ATN conformant implementation shall support the "Fast Byte" specific PDUs (SHORT-CP, SHORT-CPA, SHORT-CPR)


A conformant implementation shall encode the presentation user data with the Fully Encoded option
An ATN implementation shall encode the presentation user data (not for the P-CONNECT) with the Fully Encoded option augmented of PER-visible constraints.
The encoding of the presentation user data shall be performed in the CF of the SMA AE.

A conformant implementation shall encode the EXTERNAL type with the choice "single-ASN.1-type"
An ATN conformant implementation shall encode the EXTERNAL type with the choice "arbitrary"
?

SESSION


An ATN conformant implementation shall support the "no-orderly release" FU.
The "no-orderly release" functionality shall be implemented in the CF of the SMA


An ATN conformant implementation shall support the null-encoding and  short-connect options
The SMA shall be able to select these options.


An ATN conformant implementation shall support the "Fast Byte" specific PDUs (SCN, SAC, SRF, NL, …)


This analysis shows that the Fast Byte stack can support the communication activities of an AE containing CMISE and ROSE.  However, as for the other ATN applications, a SMA CF will have to be developed to identify the ASE within the AE source or destination of a AE PDU, to redirect non available P-services used by CMSIE/ROSE, to manage collision situations.  It is very likely that the CF specified in Sub-Volume 4 is suitable for the SM AE.  

6.2.3.1 PER encoding

PCI encoding

Annex B of ISO/IEC 9596-1 contains the expanded ASN.1 syntax of the combined CMISE and ROSE PDUs.  Once encoded, these PDUs constitute the overhead generated by the CMISE and ROSE ASEs.  As indicated above, the Upper Layer Architecture mandates the use of PER for the encoding of all the PDUs generated by an ATN application.  At the association establishment time, the PER transfer syntax is negotiated by the AEs using the negotiation mechanisms of the "Fast Byte" Presentation.

Standardised ASN.1 for CMISE and ROSE

The first encoding approach is to keep the ASN.1 defined for the CMISE/ROSE APDUs. 

Optimised ASN.1 for CMISE and ROSE

This section analyses how the ASN.1 could be modified in such a way the PER encoding is fully optimised.  The principle is to add PER-visible constraints to the maximum extent possible.  The information provided by the PER-visible constraints increases the a-priori knowledge of both the encoder and the decoder and reduces the amount of information to encode.  PER-visible constraints usually affect the PER encoding of the value or the length of a data field.

Extensibility Markers

Extensibility markers may be used in an ASN.1 specification to allow future modifications of the data structure while keeping a certain level of compatibility between systems implementing the old and the new ASN.1.

The addition in the ASN.1 of extensibility markers does not impact the BER encoding.  Such a modification can be proposed on the base standard without impacting BER-based developed products.

As far as the SM application is concerned, it is likely that the base protocols (i.e. CMISE and ROSE) will not evolve.  Modifications will probably be needed in the object definition (i.e. the MIB) when experience will be gained from the operational service of the ATN. 

Value constraint on Integer types

Some ASN.1 types are defined as non-constrained length INTEGER.  This results in PER in the coding of the length of the value in 1 octet (at least) in front of the coding of the value itself.  When the range of the integer is known, the length of the value is forced to the number of bits needed to encode all the possible values.  As this length can be deduced from the ASN.1 by both the encoder and the decoder, there is no need to encode it in the data flow. 

InvokeIDType ::= INTEGER

The difficulty is to define an upper bound to these types (e.g. INTEGER (0..256)).  An extensibility marker may solve the problem (e.g. INTEGER(0..256,…)).

The addition in the abstract syntax of value constraints on integer types does not impact the BER encoding.  Such a modification can be proposed on the base standard without impacting BER-based developed products.

Redefinition of Integer types with Named values

Named values attached to Integers are given for information purposes only but do not impact the encoding (BER and PER). The encoding of such a type is strictly identical to the encoding of an integer without named values. Non identified values may be provided to the encoder without causing an encoding error. 

Since a list of values is defined for these integers, a more efficient encoding would be possible by integrating the range of values in the encoding. 

The following example illustrates the 2 alternate solutions:

GeneralProblem ::= INTEGER {
unrecognisedAPDU 
(0),

        



mistypedAPDU            
(1),





badlyStructuredAPDU 
(2) }

This definition could be replaced by

GeneralProblem ::= INTEGER (0..2) {
unrecognisedAPDU 
(0),

        




mistypedAPDU            
(1),






badlyStructuredAPDU 
(2) }

or

GeneralProblem ::= ENUMERATED {
unrecognisedAPDU 
(0),

        




mistypedAPDU            
(1),







badlyStructuredAPDU 
(2) }

The advantage of the first solution is to keep the BER encoding unchanged since the data type remains the same (INTEGER) and the value constraint is not used by the BER encoders.  The second solution is more elegant but causes a compatibility problem with older stacks based on the previous definitions.

CMISE/ROSE integer types defined with named values are the following: GeneralProblem, InvokeProblem, ReturnResultProblem, ReturnErrorProblem

This analysis suggests that the encoding of very few parameters could be optimised by upgrading the ASN.1 with PER-visible constraints.  The compression between BER and PER will come from the non-encoding of the data types (the top level CHOICE (ROSEapdus) and for each ROSE operation the SEQUENCE of parameters) and from the encoding of some integers.  It is questionable whether the data compression rate obtained is worthwhile or not compared to the problems raised (new version of the abstract syntax, standardisation process required, compatibility not guaranteed, etc.).

6.2.3.2 CMISE User data encoding

The user data of the CMISE/ROSE PDUs contains the arguments of the CMISE operations (action, create, delete, get, cancel-get, event-report, linked-reply, set, etc.).

The ASN.1 definition of these arguments is known by the agent and the manager.  The ASN.1 is usually generated by automatic tools making easier the specification of the managed objets and the corresponding ASN.1 definition (GDMO tools).

The user data of the CMISE/ROSE PDUs are defined as an "ANY DEFINED BY" ASN.1 type.  This means that the content is identified by another field close to the user data field and that the content is encoded with the same encoding rules as the PDUs themselves, i.e. PER.

In order to increase as much as possible the compression rate of PER, it is necessary to impose on the GDMO tools (or on ASN.1 designers when the ASN.1 is generated manually) some composition rules of the ASN.1 texts, as for instance:

a) SEQUENCE OF and SET OF should be defined with a size constraint, 

b) INTEGER should be defined with a value constraint,

c) ENUMERATED should be preferred over INTEGER with Named Values,

d) etc…

6.2.3.3 Conclusion and Recommendations

Unlike the other applications, all the SM ASEs (CMISE, ROSE and ACSE) are already fully specified over the full session and presentation OSI protocols.  On the other hand, the SM AE should fit the ATN Upper Layer framework defined in the ATN Technical Provisions.

The migration of the SM application from the full stack to the ATN upper layer stack (Fast MIP) 

a) forces the specification of a kind of "convergence function", the Control Function, between the existing ASEs and the ATN Presentation service.

b) raises the problem of the data encoding since the encoding rules usually used up to now for SM data are replaced by the Packed Encoding Rules.

In order to take into account existing implementations of CMISE products and ATN Upper Layers products, the air-ground application approach is selected for the SM AE in the air-ground environment.  The AE would be made of two parts.  The AE lower part would be composed of ACSE edition 2 with the CF providing the dialogue service as specified in the ULA Provisions.  The upper part would be composed of CMISE and ROSE with a CF using the dialogue service.  The CMIS-user would use the D-START/END/ABORT services instead of the A-ASSOCIATE/RELEASE/ABORT services.
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Figure 7‑3
Given the poor compression rate obtained by adding PER-visible constraints in the CMISE ASN.1, it was decided to keep the CMISE and ROSE ASN.1 unchanged.  The ASN.1 defining the MOs is however to be optimised for PER.

6.2.4 Alternative Internal Architectures for the System Management Application

The ATN ULA provides a framework for the specification of the applications based on the OSI extended application layer structure.  However, the internal organisation of the application entities is not predefined.  Thus, the air-ground applications (CM, ADS, CPDLC and FIS(ATIS)) are not structured the same way the AIDC application is.  A third alternative is even suggested by the ULCS Provisions (Sub-Volume IV), which consists in inserting some new Application Service Elements (ASE) in the lower part of the AE enhancing the dialogue service.

This section reviews the generic ULCS framework applied to Systems Management and analyses the alternative solutions. 

The assumptions made in this section are that SM exchanges are likely to occur during the flight between an airborne agent and a ground manager and that the ATN Upper Layer Architecture has been selected for hosting the SM Application.  The selection of Systems Management Functions (SMF) and the definition of the Management Information Base (MIB) for the ATN environment is not taken into account.

Note.— The justification of these assumptions and the selection of the SMFs is out of the scope of this discussion.

6.2.4.1 Functional Model

The functional model used to represent the Systems Management Application and the supporting Upper Layers is depicted in Figure 7‑4.  The functional modules are described below.
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Figure 7‑4.  Functional Model of the SM Application and Supporting Upper Layers

The SMAEs provide the OSI communication services required by the SM Agent and the SM Manager.  The SM Agent is a specific SM-user taking the role in which it is capable of performing management operations on managed objects and emitting notifications on behalf of managed objects.  The SM Manager is a specific SM-user taking the role in which it is capable of issuing management operations and receiving notifications.

The ACSE provides services to establish, maintain and release application-association between application entities. 

The CMISE negotiates with the peer the protocol version and the protocol functional units supported on the SM association.  It provides CMIS-users with services handling Managed Objects (emission of notifications, operations on MOs such as creation, operation, attribute setting or retrieval, etc…) and the actions of requesting filtering and scoping. CMISE is not aware of the availability of an association.  The management of the association is outside the scope of the CMISE protocol and is handled by the CMISE service user, i.e. the SM-user (in mode "explicit") or the CF (in mode "implicit").

The ROSE materialises the concept of remote operations by defining a common notation between the system requesting a action and the system performing this action.

The SMASE provides service to the users of the Systems Management AE (SMAE).  The SMASEs negotiate during the association establishment the SM Functions activated on this association.  SMF negotiation is defined in ISO/IEC 10040 as an optional procedure.  This negotiation is usually not performed by off-the-shelf SM products. An a-priori knowledge of the supported SMFs could be sufficient. It is proposed that the ATN SM AEs do not negotiate the SMFs.  As a consequence, the SMASE could be omitted in the SM ULA since it does not carry actual protocol and only provides a pass-through service to CMIS and Dialogue services. However, if it is decided to implement a specific protocol for handling ATN dedicated SM functions (e.g. file transfer exchanges or the manager to manger communications), a SMASE could be useful. 

The SMASE, CMISE and ROSE share a single abstract syntax. The merged abstract syntax {joint-iso-ccitt ms(9) cmip(1) cmip-pci(1) abstractSyntax(4)} is defined in ISO/IEC 9596-1.

The SM CF is responsible for the mapping of the service primitives issued/received by/from the SM Application User, the ASEs of the SMAE and the Presentation Service Provider. It is also responsible for initiating the association release when requested by the SM-users.  The SM CF provides CMISE and ROSE with the means to exchange data during association establishment and association abort:

a) the initiator CMISE is requested to build the initial APDU sent to the peer to negotiate the protocol options ("CMIPUserInfo" type as defined in 9596-1). The initiator CF sends this APDU as an EXTERNAL element of the "user information" parameter of an A-ASSOCIATE. The responder CF makes available this APDU to the responder CMISE.

b) likewise, CMISE is requested to build the abort APDU sent to the peer when aborting the association. The CF sends this APDU as an EXTERNAL element of the "user information" of an A-ABORT.

6.2.4.2 The SM Abstract Service

The SM Abstract Service is the service provided by the SM AE to the SM-Users.  This section provides an example of what this abstract service could be. It is assumed that the "explicit" mode is selected for the AE, i.e. the SM-users are responsible for triggering the establishment and the release of the association with the peer.

6.2.4.2.1 SM Communication Management

SM-OPEN Service

Parameter Name
Req
Ind
Rsp
Cnf

SM Called Peer Id
M




SM Calling Peer Id
U
C(=)



CMISE Functional Units





AccessControl
U
C(=)
U
C(=)

UserInfo
U
C(=)
U
C(=)

Result 


M
M(=)

Note 1. If the receiving CMISE rejects the association based on protocol version or access control check, there is no indication issued to nor response expected from the peer SM-user.

Note 2. No Class Of Communication parameter is defined since the value for the Routing Class is predefined for Systems Management communications.

SM-CLOSE Service

Parameter Name
Req
Ind
Rsp
Cnf

Result (?)


M
C(=)

SM-user data (?)
U
C(=)
U
C(=)

SM-ABORT 


Parameter Name
Req
Ind

SM-User Data (?)
U
C(=)

SM-P-ABORT



Parameter Name
Ind

Reason
M

6.2.4.2.2 SM Information Exchange

The following services are deduced from the corresponding CMIS services:

a) SM-CANCEL-GET service,

b) SM-EVENT-REPORT service,

c) SM-GET service,

d) SM-SET service,

e) SM-ACTION service,

f) SM-CREATE service, and

g) SM-DELETE service.

6.2.4.2.3 SM File Transfer

Additional services could be added to the SM service if they can't be provided through existing SM services and the definition of MOs. The corresponding protocol is carried out by the ATN SMASE. For instance, if it is decided to not use the CMIS stack to transfer log or configuration files, the following services could be defined as part of the SM service:

a) SM-GETFILE

b) SM-PUTFILE

6.2.4.3 The SM AE Architecture

The functional model described above could fit in the Upper Layer Architecture described in ATN Technical Provisions Sub-Volume 6 as one of the three following options:

a) architecture #1 is based on the ATN air-ground application model. The Dialogue service is "used" in the AE to communicate with the peer. 

b) architecture #2 is based on the AIDC application model. The CF manages the association on behalf of the App-ASE. The App-ASE simply sends data without knowledge of the status of the association.

c) architecture #3 defines a new concept, the "managed dialogue service". This architecture is a variant of Architecture #1 where the dialogue service provided to the App-ASE includes also SM services.

These 3 architectures are discussed below.

6.2.4.3.1 Architecture #1: The ATN Air-Ground Application model

The Dialogue Service defined in the ULCS is provided unchanged.  As the air-ground ATN applications were designed, the lower part of the SMAE CF hides the ACSE and Presentation services by providing the Dialogue service.  The Dialogue service identifies the artificial boundary between the "Upper CF" and the "Lower CF".  The "Lower CF" is fully specified in  Sub-Volume 4.  A SMASE is present if required. In the following, it is assumed that there is no SMASE. 
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Figure 7‑5.  Architecture #1 - Use of the Dialogue Service

The "Upper CF" uses the Dialogue service to establish, release and abort the application-association with the peer SMAE and to exchange SM information when requested by CMISE and ROSE.  The CMIS service is provided unchanged to the SM-users as part of the SM service. 

The actions of the "Upper CF" are specified in  Sub-Volume 6, in particular the actions to handle the primitive exchanges between the SM-users and CMISE, between the SM-users and the DSP and between ROSE and DSP.  In particular, the CF is responsible for mapping the Presentation service primitives (P-DATA request and indication) used by ROSE at its lower interface to the Dialogue service interface.

Note.— The "Upper CF" is empty in the specification of the air-ground applications since the ASE service and the AE service are identical and since the ASEs were designed to use directly the Dialogue service. This is not the case here since CMSE/ROSE expects from the communication service provider a Presentation service.

The "Dialogue Abstract Service" and the "Lower CF" specified for the ULCS remain unchanged.  The Sub-Volume 4 sections describing the "Upper CF" (e.g. 4.3.3.2 "Services Invoked by the Application User") are made "non-effective".

This approach permits ULA Provisions to be adopted unchanged.  The Sub-Volume 6 section describing the SM Application could be based on the Sub-Volume 2 layout (introduction, abstract service description, ASN.1 description, protocol specification, communication requirements, user requirements) with an additional section for the "Upper CF".

Note.— The main problem of this architecture when used for the ATN air-ground applications is the induced complexity of the App-ASE protocol, because the states of the underlying dialogue (e.g. pending establishment, established, pending release, collision) should be handled by the ASE protocol itself.  For the SMAE, CMISE and ROSE assume the association established and invoke only a data transfer primitive.  This problem will therefore not be encountered for the specification of the SM application.

6.2.4.3.2 Architecture #2: The AIDC Application model

In this option, the Dialogue Service defined in Sub-Volume 4 is not used as such in the SMAE specification.  In the same way as the AIDC application was designed, the entire SM CF is fully specified.  An SMASE is present if required.  In the following, it is assumed that there is no SMASE.
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Figure 7‑6.  Architecture #2 - AIDC Model

In this architecture, the CF uses the ACSE Service to establish, release and abort the association with the peer SM and the Presentation service to exchange SM information when requested by CMISE and ROSE.  The CMIS service is provided unchanged to the SM-users. 

The main interest of this architecture is the simplification of the ASE protocol since the ASE is not responsible for tracking the state of the underlying association (the drawback being the inverse complexity added to the CF specification).  This is the case for the SM application, since CMISE and ROSE assume the presence of an association. 

This approach permits the ULCS Provisions to be unchanged.  Sub-Volume 6 would have to include the specification of the SM abstract service and the specification of the full CF.  However, this implies a duplication of specification for the generic functions provided by the DSP as the mapping of the P-RELEASE and P-ABORT primitives onto the Dialogue primitives or the CF APDU management.  This duplication is not justified and the potential source of errors could be avoided by using the Dialogue service, i.e. selecting the architecture #1 described above.  This architecture was therefore rejected.

6.2.4.3.3 Architecture #3: "Managed Dialogue Service"

This architecture is identified in  Sub-Volume 4 section 4.3.1.1 as a possible evolution of the current ULA.  This evolution consists in the addition of new ASE ("Future ASE") in the Dialogue Service Provider.  The proposed architecture is to combine CMISE/ROSE with ACSE in the lower part of the AE. The CMIS service becomes part of the provided Dialogue service.  An SMASE is present if required.  In the following, it is assumed that there is a SMASE. 

The rationale for proposing this approach is that the CMIS service can be viewed as a generic service which should be made available to a large number of SM applications: configuration, performance, accounting and security related applications are candidates for using the CMIS service.
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Figure 7‑7.  Architecture #3 - Managed Dialogue Service

In this architecture, the SMASE uses the Dialogue Service for both dialogue establishment and SM data communication.

The "Upper CF" provides a pass-through service between the SM AE service and the SMASE service.  Depending on the lower interface defined for the SMASEs (i.e. does the SMASE use the Dialogue service?), the "Upper CF" is empty or not.  The specification of the "Upper CF" is therefore straightforward.

The following additional service primitives would need to be added to the Dialogue Abstract Service:

a) D-CANCEL-GET service,

b) D-EVENT-REPORT service,

c) D-GET service,

d) D-SET service,

e) D-ACTION service,

f) D-CREATE service, and

g) D-DELETE service.

The "Lower CF" described in  Sub-Volume 4 would need to be upgraded as follows:

a) The START and ABORT actions performed by the CF would be slightly modified in order to include CMISE initial/abort data in the user data of the A-ASSOCIATE and A-ABORT service primitives.

b) The new Dialogue request/response primitives would be mapped to the peer CMIS request/response primitives.  CMISE indication/confirmation primitives shall be mapped to the peer new Dialogue indication/confirmation primitives.

c) A Presentation Context identifier would be assigned to ROSE/CMISE APDUs (e.g. the reserved value "2").

Attention must be given to backward compatibility.  A ULCS stack providing the managed dialogue service must be able to interact with a remote ULCS stack providing the basic dialogue service, given that none of the SM services is used. 

Attention must also be given to keeping the Dialogue Service Provider as generic as possible.  In particular, the CF would not perform actions specific to a given ASE (here CMISE/ROSE). 

6.2.4.3.4 Conclusion

Architectures 1 and 3 are the most serious candidates for SM Application.  However, architecture 3 impacts the existing Provisions much more than architecture 1, since the CF specified in Sub-Volume 4 is modified.  Architecture 1 is therefore the preferred solution.

6.3 Interworking Provisions

Note 1.— Requirements have been expressed for a systems management architecture which will accommodate and facilitate interworking with other management technologies such as SNMP.  This could involve the definition of Proxies and interworking units.

Note 2.— One aspect of this is the specification of standard APIs which are independent of any particular technology.  Thus, standard Systems Management interfaces (APIs, Data Formats and Protocols) should be explored.  The implementation of a Systems Management API based on industry standards (e.g. X/Open) may be applicable.

6.3.1 Dual-Stack Managers

The decision to use an efficiency-enhanced communications protocol stack for ATN management implies the need for bilingual Manager implementations, which will be able to manage both ATN-specific entities using the “FastMIP” protocols and also standard CMISE entities using the conventional CMIP stack.  This is illustrated in the following Figure.




Figure 7‑8.  Co-existence of "FastMIP" and Standard CMIP Profiles

6.3.2 Integration of Manager Products with FastMIP ATN Agents

A large amount of the development of system manager applications is concerned not with the communications stack and attribute encoding but with the provision of sophisticated system management functions (e.g. fault management application) and the presentation of management information to the end user by means of ergonomic graphical interfaces.  Thus, it is desirable for COTS manager products to be able to be used in the ATN system management environment.

A number of options have been investigated for utilising a typical COTS management application suite.  The manager product is assumed to have sufficient modularity to interface with different protocol stacks and management information encodings.

Four technical options have been analysed, all assuming that the airborne Agent has a FastMIP stack using PER (meaning that, given the MIB elements are encapsulated in the CMISE PDUs, that these MIB elements are PER encoded as well), as illustrated in Figure 7‑9.




Figure 7‑9.  Airborne SM Stack

6.3.2.1 Option 0: PER-encoded MIB

In this option, the contents of the MIB would be exclusively encoded in PER in both Manager and Agent.  For most COTS managers, this would probably require an expensive product modification, as these products are aimed at the market for traditional SM Managers which use BER encoding as defined in current standards, BER thus being pervasive throughout the Manager components.  

Therefore the PER encoding defined for ATN management information must be decoded before it reaches the proprietary management applications, and management information generated by the proprietary manager applications must be re-encoded into the PER equivalent for transmission over ATN.

6.3.2.2 Option I: Full Application Gateway




Figure 7‑10.  Ground SM stack - Option I: Full Application Gateway

In Option I, illustrated in Figure 7‑10, a full application Gateway at CMISE level is produced, as a separate "Black Box".  This requires no change at all to the COTS manager product, or the OSI/CMIP module.  The Gateway appears to the Manager as a Full-Stack Agent, but is actually a proxy acting on behalf of the "real" remote Agent.  The Gateway performs BER/PER conversion and acts in the Manager role towards the airborne Agent.  It has an internal representation of the MIB in both PER and BER forms.

It should be noted that this Option requires the MIB and CMISE abstract syntaxes used in the COTS Manager product to be 100% compatible with those of the Gateway and Agent, meaning that, although the ASN.1 may be different to allow for encoding efficiency reasons, lossless conversion should be possible.

Advantages:

a) No change is required to existing manager products

b) Gateway design is independent of Manager architecture - can be used with different OSI Manager products

Disadvantages:

a) Likely high development/procurement costs

b) Inefficiency and complexity of dual stacks

c) Possible performance problems

d) Naming and addressing issues

6.3.2.3 Option II: Translation within CMISE




Figure 7‑11.  Ground SM stack - Option II: Translation within CMISE

In Option II, illustrated in Figure 7‑11, the COTS module for CMIP/BER is used.  Under the XAP interface, a CMISE translator is defined, converting between PER and BER at the CMISE level.  Thus the MIB objects are retrieved/stored using BER and converted to/from PER within the translator.  This would then run over a Provisions-compliant ULCS communications stack.

As with Option I, it should be noted that this Option requires the MIB and CMISE abstract syntaxes used in the Manager product to be 100% compatible with those of the translator and Agent, meaning that, although the ASN.1 may be different to allow for encoding efficiency reasons, lossless conversion should be possible.

Advantages:

a) Existing Agent Integrator is retained

b) Uses publicly available  XAP interface

Disadvantages:

a) Solution is product-specific

6.3.2.4 Option III: Translation by CMISE User




Figure 7‑12.  Ground SM stack - Option III: Translation by CMISE User

In option III, illustrated in Figure 7‑12, a new COTS module is specified, which performs the BER - PER translation of the MIB elements, i.e. above the CMISE.

As with Options I and II, it should be noted that this Option requires the MIB and CMISE abstract syntaxes used in the Manager product to be 100% compatible with those of the Agent, meaning that, although the ASN.1 may be different to allow for encoding efficiency reasons, lossless conversion should be possible.

Advantages:

a) BER/PER conversion is done at the highest level, i.e. only for the MIB elements, emulating a PER-encoded MIB

b) Problem is contained in a single module

Disadvantages:

a) Solution is product-specific

b) API is not openly available

c) Likely cost implications of developing a new proprietary system manager component

REFERENCES

[1] ISO/IEC 9596-1 (X.711) - Information Technology - Open Systems Interconnection - Common Management Information Protocol - Part 1: Specification

[2] ISO/IEC ISP 11183-1 - Information Technology - International Standardised Profiles AOM1n, OSI Management - Management Communications - Part 1: Specification of ACSE, presentation and session protocols for use by ROSE and CMISE

[3] ISO/IEC ISP 11183-2 - Information Technology - International Standardised Profiles AOM1n, OSI Management - Management Communications - Part 2: CMISE/ROSE for AOM 12: Enhanced Management Communications.

[4] ISO/IEC 9072-2 (X.229) - Information Processing Systems - Text Communication - Remote Operations - Part 2: Protocol Specification

[5] ISO/IEC 8825-2 (X.691) - Information Technology - ASN.1 Encoding Rules: Specification of Packed Encoding Rules (PER)

[6] ATNP Systems Management Concept of Operations

[7] ACI and ProATN: Network Management – Definition of Convergent MIB (Version 1.4, November 1998).

[8] Manual of ATS Datalink Applications.  ICAO Doc. 9694.

targets





securityAlarmReportRecord





�EMBED PowerPoint.Slide.8���





SecurityAudit TrailRecord





�EMBED PowerPoint.Slide.8���





Security Audit Trail





ATNSecurity Version





algorithm





Crypto System





x.509Certificate





Authorised Initiators





accessControlPolicy





Access Control 





Security Management





Figure � STYLEREF 1 \s �2��� SEQ Figure \* ARABIC \s 1 �2�.  Security Subsystem








� With a connectionless network, there is no concept of a requested Quality of Service. A user of the service gets the available Quality of Service and a Service Provider is expected to declare the Quality of Service that a user should reasonably expect.


� The use of a reduced upper layer stack for SM was recognised as early as 1988. In the attempt to use the OSI network management protocol and framework to manage TCP/IP based internets, a "Lightweight Presentation Protocol" (LPP) was specified in order for systems to be able to run the CMIP protocol over a transport service without implementing the full upper layer stack. It was recognised that the session service was superfluous for the SMAE and that the presentation protocol could be limited to the negotiation of the presentation context for ACSE and ROSE. The Fast Byte option of the Presentation and the Session protocol may be considered as a variant of the LPP.    


� A detailed discussion of differences in ACSE editions is available in the Comprehensive ATN Manual - Part IV - ATN Communication Services - Section 2.6.2. The discussion indicates that the initial version of ATN ULA requires none of the changes that distinguish ACSE edition 1 from ACSE edition 2, apart from, optionally, authentication
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