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Summary

This paper provides rationale and GDMO descriptions to support the change in the ATN systems management containment hierarchy.
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1.0  Summary

The structure of the Cross Domain MIB (XMIB) for systems management has undergone several iterations.   Several different architectures and containment hierarchies have been presented and discussed.   This paper presents an XMIB structure that was discussed and originally discarded at the 13th meeting of the JSG in Toulouse July 20-22.
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3.0  Problem Statement
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This proposed architecture attempted to provide a single snapshot of the XMIB data with a customized, per domain partner, logging capability.  A domain partner could view the snapshot of all XMIB data available at the boundary.   A domain partner could also customize the logging data and notifications.  

There are several problems with this structure:

· Enmass data is meaningless to a particular domain partner

· Controlling domain partner access

· Security of domain partner data

The purpose of the XMIB is to provide a generic, consistent data store of ATN network information to be communicated inter-domain.  The intention of the XMIB is not for intra-domain management.  SV6 SARPs provide only guidance on intra-domain management.  Therefore it can be deduced that data in the XMIB should be structured by “partner”.  Consider the following scenario for 3 management domains A, B, and C:

A BIS in domain B has links to BISs in A and C.  For fault and performance management, the Manager in A needs to talk to the Agent of BIS(B).  However, Manager A uses the representation of the BIS in the XMIB since it can’t directly communicate with BIS Agent (B).  The Manager in domain C needs access to some of the same BIS(B) information.  However, Manager C is not interested in (and not allowed access to) information concerning the flow between BIS(B) and BIS(A), or in the flows through B on behalf of A. 

The current architecture collects, under the BIS MOC, shapshots of RIB/FIB information for the all the data (both A and C) that flows through BIS(B).  There is no way to separate the data for each domain.   This creates a security, and access control, problem.  Domain A will access both A and C RIB/FIB information.   Domain C will access both A and C RIB/FIB information.

4.0 Proposed Solution
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The proposed solution is a similar containment hierarchy to the X.162 architecture [4].  It defines a generic hierarchy for ATN system management.  However, it is structured for communication with domain partners.  This is due to the defined scope of ATN System Management SARPs which confine requirements to inter-domain system communications.  

This solution also resolves issues with access control and security of information.  The fault and performance data for communications with one domain is not merged with other domain partner’s data. 

Duplication of data is not an issue with this architecture.  Each domain partner will use the same MO template, but the instance of data will be unique for each partner.

This is a very generic solution.  Administrators implement a ‘partner’ as a particular domain partner, or a regional domain.  

5.0  MO Definitions

domain  MANAGED OBJECT CLASS

DERIVED FROM “DMI”:top;

CHARACTERIZED BY


ATTRIBUTES



domainType,



domainName,


NOTIFICATIONS



“GNM”:attributeValueChangeNotificationPackage,



“GNM”:createDeleteNotificationsPackage;

REGISTERED AS {tbd};

domainPartner MANAGED OBJECT CLASS

DERIVED FROM “DMI”:top;

CHARACTERIZED BY


ATTRIBUTES



domainType,



“CNM”:CustomerPkg,


NOTIFICATIONS



“GNM”:attributeValueChangeNotificationPackage,



“GNM”:createDeleteNotificationsPackage;

REGISTERED AS {tbd};

aTNsystems MANAGED OBJECT CLASS

DERIVED FROM “DMI”;top;

CHARACTERIZED BY


ATTRIBUTES



systemType,



systemTitle,

location,



periodmeasured


NOTIFICATIONS



“GNM”:attributeValueChangeNotificaitonPackage,



“GNM”:createDeleteNotficationsPackage;

REGISTERED AS {tbd};

bIS MANAGED OBJECT CLASS

DERIVED FROM aTNsystems;

CHARACTERIZED BY


ATTRIBUTES



RouterType,



RouterNET,



RDI,



“DMI”:operationalState,



“DMI”:administrativeState,


NOTIFICATIONS



“GNM”:attributeValueChangeNotificationPackage,



“GNM”;createDeleteNotificationsPackage,



“GNM”:stateChangeNotificationsPackage;

REGISTERED AS {tbd};

eS MANAGED OBJECT CLASS

DERIVED FROM aTNsystems;

CHARACTERIZED BY


ATTRIBUTES



CommProfile,



SARPversion,



eSTSAP,



“DMI”;operationalState



“DMI”;administrativeState,


NOTIFICATIONS



“GNM”:attributeValueChangeNotficationPackage,



“GNM”:createDeleteNotificationsPackage,



“GNM”:stateChangeNotficationsPackage;

REGISTERED AS {tbd};

rIB MANAGED OBJECT CLASS

DERIVED FROM bIS,

CHARACTERIZED BY


ATTRIBUTES



RIBsnapshotDump,



“DMI”:operationalState,


“DMI”:administrativeState;

NOTIFICATIONS



“GNM”:attributeValueChangeNotificationPackage,



“GNM”;createDeleteNotificationsPackage,



“GNM”:stateChangeNotificationsPackage;

REGISTERED AS {tbd};

fIB MANAGED OBJECT CLASS

DERIVED FROM bIS,

CHARACTERIZED BY


ATTRIBUTES



FIBsnapshotDump,



“DMI”:operationalState,



“DMI”;administrativeState;


NOTIFICATIONS



“GNM”:attributeValueChangeNotficationPackage,



“GNM”:createDeleteNotificationsPackage,



“GNM”:stateChangeNotificationsPackage;

REGISTERED AS {tbd};

cM MANAGED OBJECT CLASS

DERIVED FROM Es,

CHARACTERIZED BY


ATTRIBUTES



cMaddress,



facilitydesignation,



version,



“DMI”:operationalState,


“DMI”:administrativeState;

NOTIFICATIONS



“GNM”:attributeValueChangeNotificationPackage,



“GNM”;createDeleteNotificationsPackage,



“GNM”:stateChangeNotificationsPackage;

REGISTERED AS {tbd};
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