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Abstract

This document provides a concept of operations for the network management of FAA’s portion of the Aeronautical Telecommunications Network (ATN) in support of the Controller to Pilot Data Link Communications (CPDLC) applications for Builds I, IA, and II planned in the time frame 2002-2006.  The concept of operations will be used to generate agreement among the different organizations involved in CPDLC implementation including the FAA, the service providers, and the airlines.
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Executive Summary

This document describes a strawman concept of operations (ConOps) for managing the FAA ground Aeronautical Telecommunication Network (ATN) in support of the Controller Pilot Data Link Communication (CPDLC) Builds I, IA, and II initiatives.  It will be used to generate agreement on the ConOps among the different players involved in the implementation and operation of CPDLC; it will also be used as a basis to derive more detailed operational and technical requirements in the future.  

The initial operational capabilities for CPDLC Builds I, IA, and II are planned for June 2002, June 2003, and June 2005 respectively.  The components supporting the end-to-end CPDLC capability are illustrated in Figure ES-1.  This general network topology is applicable to CPDLC Builds I, IA, and II; the main differences between the various phases are in the CPDLC software capabilities and in the extent of the ATN network.  The function of these components is described in Section 2.
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Figure ES-1. CPDLC & ATN Management Responsibilities

The different management domains that are involved in the end-to-end CPDLC service are the FAA, the service provider(s), and the aircraft domains.  Within the FAA management domain, responsibility for the CPDLC application and that for the ATN network are separated.  Figure ES-1 also shows the different subsystem and network management systems that help manage the different components of the CPDLC service and indicate the preferred functional location for managing the CPDLC applications and the ATN network.

The placement of management responsibility was based on the following guidelines:

· AF’s current infrastructure management center hierarchy (described in Appendix B) will be used for managing the ATN and the CPDLC service.  The main centers of interest will be the Operations Control Center (OCC) and the Service Operations Centers at the ARTCCs.  This assumes that the network management function of FAA-owned networks at the National Network Control Centers (NNCCs) will be absorbed into the OCCs.

· The ATN is a global distributed network such as the global Internet or the global telephone network.  The FAA will manage only its own portion of the network, while expecting the service providers and the airlines to manage their respective portions.

· The management of the ATN network requires cooperation among participating organizations.  The use of Service Level Agreements, which define the respective responsibilities and agreements between organizations, will be used to facilitate cross-organizational management coordination.  

· The scope of ATN network management will not include the management of the CPDLC service.  However, the DLAP ATN communications functions and the CMA communications and application functions will eventually support other end applications in addition to CPDLC, and are considered for part of ATN network management. 

It is proposed that the FAA ATN management be collocated with the management function of other FAA-owned networks like NADIN; we have termed this function as the NNCC/OCC.  This collocation was proposed due to the national extent of the ATN network, to provide a single point of contact to network service provider(s), and to leverage the network operations expertise of existing personnel.  Service level issues concerning the end-to-end CPDLC service are placed with the OCC.  The ARTCC SOC will take care of the local CPDLC application management.

The management recommendations are summarized in Table ES-1.  It is assumed that the OCC, the ARTCC SOCs, and the NNCC/OCCs will cooperate in providing the CPDLC service management, with the NNCC/OCCs having the main responsibility for managing the DLAP ATN communications stacks, the CMA applications, and the FAA ATN routers.  It is also recommended that the implementation of the network management features provide remote network management starting with Build I so as to transition to support national operations more easily for Builds IA and II.

Table ES-1.  Summary of CPDLC and ATN Management

Element
Build I 

(June 2002)
Build IA

(June 2003)
Build II 

(June 2005)

DSR
Miami ARTCC
Respective ARTCCs that are providing CPDLC applications
Respective ARTCCs that are providing CPDLC applications

Host Computer




HID NAS LAN




DLAP CPDLC Application and TCP/IP protocols




DLAP ATN Communications fn.
ATN Network Manager at the NNCC/OCC
ATN Network Manager at the NNCC/OCC
ATN Network Manager at the NNCC/OCC

CMA applications & communications‡




FAA ATN Routers*




NADIN network and interfaces to service provider(s)
NADIN Network Manager at the NNCC/OCC
NADIN Network Manager at the NNCC/OCC
NADIN Network Manager at the NNCC/OCC

ATN routers and A/G subnetworks belonging to service provider(s)
Service provider - ARINC
Service provider(s)
Service provider(s)

ATN routers and avionics on aircraft
Airlines
Airlines
Airlines

Legend: * indicates that FAA ATN routers include those that support other applications in addition to CPDLC (e.g., ground/ground message services to Japan)

‡ In Build I, the CMA functions are implemented on the DLAP processor  
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Introduction

1.1

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Purpose and Scope

The purpose of this document is to describe a concept of operations (ConOps) for managing the FAA ground Aeronautical Telecommunication Network (ATN).  This management concept is derived in support of the Controller Pilot Data Link Communication (CPDLC) Builds I, IA, and II initiatives.  It provides a roadmap for identifying and coordinating system and network management needs within the FAA.  It will also be used to generate agreement on the ConOps among the different players involved in the implementation and operation of CPDLC; it will also be used as a basis to derive more detailed operational and technical requirements in the future.

The ConOps was developed after considering the overall system management strategy planned by the FAA Airway Facilities (AF) organization, the management of existing subsystems and networks within the FAA, the future growth of the ATN in support of other Air Traffic Control (ATC) applications.  It also considered the ConOps for the Global ATN Network Management and the draft of the ATN Avionics Management Agent – Functional Requirements [1, 2].

This document describes briefly the elements involved in the CPDLC Build I, IA, and II and how these network elements are/will be managed.  Interactions between management systems to provide sufficient network view to ensure quality of service for the data link are identified.  In addition, needed management coordination between the FAA and other organizations, such as aeronautical data link service providers and the airlines, is also identified when applicable for ensuring seamless data link quality of service.

Some of the management interfaces identified in this document may be procedural and not automated during the initial development phases.  As the scope of the ATN network expands, automated exchanges of management information will need to be developed to ensure that the overall network is managed in an efficient manner.

1.2 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Audience

This document is planned for the use of the different FAA development and network operations organizations involved in the CPDLC program, service providers such as ARINC, CPDLC development and support contractors, ATN Systems Inc. (ATNSI), interested airlines, and ATN standards organizations.  The primary FAA organizations include AF NAS Operations (AOP), the FAA Office for Communications, Navigation, and Surveillance (AND), the Office for Air Traffic System Requirements (ARS), the Office of Air Traffic Systems Development (AUA) and the FAA Technical Center (ACT).  It is assumed that the reader is somewhat familiar with the CPDLC concept and the different subsystems that support the end-to-end service in the en route domain.  It is also assumed that the reader is familiar with the concept of the ATN.  Readers desiring more details about ATN concepts are referred to the Comprehensive ATN Manual, Volume 1 [3].

1.3 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT  Network Management and Service Management 

The standard functions chronologically associated with the life cycle of any network, such as the ATN, are Planning, Engineering, Operations, Maintenance, Service Provisioning, and Administration.  These functions are necessary regardless of the network or the way in which it is managed.  With the evolution of network management, management capabilities are generally incorporated in network elements to support remote network management.  In the network management standards community, network management is divided into five management functional areas.  These areas are fault, configuration, accounting, performance, and security management, in short referred to as FCAPS.  Some or all of the network functions associated with a particular network may be performed by the FAA or leased service providers depending on whether the network is owned (e.g., NADIN) or leased (e.g., LINCS) by the FAA.  Appendix A provides more information on network functions as well as on the FCAPS management capabilities.

In complex end-to-end services such as the CPDLC, many subsystems are involved in providing the overall service.  In such complex management situations, it is insufficient to just control and monitor individual subsystem elements; one needs to manage the end-to-end service.  Fault in one subsystem can propagate and have an effect on adjacent subsystems or networks.  Information collected from different subsystems and network elements needs to be consolidated and correlated to gain understanding of the overall service health and performance.  

A move to service management from the current subsystem management is the main goal of the FAA’s NAS Infrastructure Management philosophy and is documented in the Airway Facilities Concept of Operations for the Future [4].  FAA’s infrastructure management philosophy is in keeping with the move to service management by industry.  Service management relies on the management information provided by the underlying network and subsystem layers, which in turn rely on the information obtained from the lower elements.  The need to examine network resources capabilities and performance results in the layer management groupings defined by international standards.  The layer management approach provides a means to systematically examine and guide an enterprise in deriving effective and efficient management strategy.  Figure 1-1 shows the NAS service management model [4].
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Figure 1-1.  NAS Service Management Model

1.4 seq Level2 \r 0 \h \* MERGEFORMAT 
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 seq Level4 \r 0 \h \* MERGEFORMAT   AF Management Centers involved in CPDLC Service

The major AF management centers of interest in this ConOps will be the Operations Control Centers (OCCs), the Service Operations Centers (SOCs) located at the Air Route Traffic Control Centers (ARTCCs), and the National Network Control Centers (NNCCs).  This organization will be in place by October 2000.  These three types of centers are described below.  Appendix B provides a summary of AF’s infrastructure hierarchy of all management centers, their locations and their respective roles in network and system management.  Details on the interaction of these centers are provided in the Operational Guidance for NAS Infrastructure Management [5].

Operations Control Centers: Three (3) OCCs located in Atlanta, Georgia; Olathe, Kansas; and San Diego, California will be the focal point of future infrastructure operations and the primary coordination point for the National OCC (NOCC) located in Herndon, Virginia.  Within the assigned operations domain, OCCs will coordinate and prioritize O&M activities, perform remote monitoring, control, and certification of NAS subsystems to the degree technology allows, and gather and disseminate NAS infrastructure service and status information.  The OCCs will interact with Air Traffic (AT) Operations within their operations domain, NOCC, other OCCs, assigned NNCC, assigned SOCs, other AF organizations, and assigned Service Support Centers/Work Centers (SSC/WCs).  OCCs will have access to information on NAS infrastructure service and subsystem status, work force scheduling and task assignment, infrastructure operational event schedule (e.g., periodic maintenance, flight inspections, and equipment shut downs), and infrastructure support equipment status and schedule (e.g., trucks, tools, and test equipment).

National Network Control Centers:  Two (2) NNCCs located in Atlanta, Georgia and Salt Lake City, Utah manage the National Airspace Data Interchange Network (NADIN) message and packet switching systems and associated telecommunications services.  The NNCCs will have access to information on the status of its monitored networks and systems and will provide a real-time status information to the OCCs.  The NNCCs will coordinate telecommunications O&M activities with the OCCs and certain leased telecommunications service providers.  

The future of the NNCCs as distinct control centers is uncertain, but the function of managing FAA-owned national networks will still continue.  Most likely these functions will migrate to the OCCs.  In the rest of this document, the term NNCC/OCC should be interpreted as the location of the FAA-owned network management function rather than its current physical location.

Service Operations Centers:  SOCs located at high-impact NAS facilities (i.e., all ARTCCs and selected TRACONs) will perform operational functions similar to an OCC but within a limited operational area.  The operational area of SOCs at an ARTCC will include all services and equipment contained within the building complex.
The SOCs will report operationally to an OCC.  The SOC will interact with the AT customers within its operational area, assigned OCC, and assigned Service Support Center/Work Centers (SSC/WCs).  It will have information available on the status of assigned infrastructure services and systems, assigned work force scheduling and task assignment, assigned infrastructure operational event schedule, and assigned infrastructure support equipment status and schedule.  As future technology and processes are implemented SOC functionality will transition to the OCCs.

1.5 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Document Organization

Section 2 provides a brief description of the different CPDLC Builds, their timeframes, and their features.  It also provides a description of the CPDLC service and topology, the subsystems that are involved in providing the service, and a summary of the functions provided by the different subsystems.

Section 3 considers the network and system management of the ATN ground network management in the overall context of managing the CPDLC service.  Subsection 3.1 provides a set of guidelines used in management and in deriving the ConOps.  Section 3.2 describes the ATN and CPDLC domains of management with emphasis on the FAA domain, while Sections 3.3 and 3.4 provide the assumptions by timeframe and the functional interfaces to the different organizations and their roles in the overall ATN and CPDLC management. 

Section 4 provides a number of scenarios illustrating the management operations under normal and abnormal conditions, which better bring out the details and the interaction between the different organizations.  These scenarios form a point of departure for discussion and soliciting feedback from the readers.

Section 5 considers some issues and their impact.  It also provides a set of recommendations and next steps

Appendices A and B provide background information on network management functions and on the infrastructure management of subsystems in the FAA respectively.
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ATN and CPDLC Background

The ATN is a global data communications internetwork that provides a common communications service for Air Traffic Service Communications and Aeronautical Industry Service Communications applications that require either ground/ground or air/ground data communications services.  It integrates and uses existing communications networks and infrastructure whereever possible.  The ATN will be based upon international standards developed by the International Civil Aviation Organization (ICAO).  For more detailed information on the ATN, the reader is referred to the Comprehensive ATN Manual (CAMAL)[3].

The Federal Aviation Administration (FAA), in conjunction with industry and foreign Civil Aviation Authority (CAA) participation, is developing an ATN data link system to enhance air-ground communications.  The en route CPDLC application will be the first FAA application that will utilize the ATN network for message delivery to suitably equipped aircraft.  FAA’s data link system will provide an additional communications medium to complement the voice channels used by controllers and pilots for the exchange of air traffic clearances and information. 

The FAA will implement ATN and CPDLC in a phased manner that is consistent with ICAO standards, the data link community expectations, and other CAA’s implementation programs.  The first iteration of CPDLC (CPDLC Build I) will implement a small subset of the messages defined for the ICAO CPDLC application.  Successive iterations of CPDLC (CPDLC Builds IA, II, and III) will implement additional CPDLC messages consistent with the objective of fielding usable, well-defined systems in incremental steps that provide user community benefit.

For the air/ground part of the ATN network, the first iterations of CPDLC will use a Very High Frequency (VHF) Data Link Mode 2 (VDL-2) subnetwork, provided by a service provider, for message delivery from the en route computer system of the ARTCC to the planes.  In Build III, the FAA’s Next Generation Communications program is expected to provide a VDL Mode 3 (VDL-3) communications subnetwork for CPDLC applications. 

2.1

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   CPDLC Build Description

CPDLC Builds I and IA have been baselined, while Builds II and III are still in the process of development.  However, since Build II is planned for 2005, it has been included in this concept.  Table 2-1 summarizes the salient features about the different CPDLC Builds.

2.1.1  CPDLC Build I

CPDLC Build I is the first step in the development of the en route CPDLC program.  CPDLC Build I will leverage the capabilities of the existing National Airspace System (NAS) infrastructure, air/ground communications service providers, and installed avionics.

CPDLC Build I will implement the Transfer of Communication (TOC), Initial Contact (IC), Altimeter Setting (AS), and Pre-Defined Messages (PDM) services using ATN messages.  These messages will be sent to data link-equipped aircraft via the VHF Digital Link (VDL) Mode 2 air/ground communications subnetwork provided by the service provider, ARINC.  Airlines are currently upgrading their fleets to VDL Mode 2 avionics for Airline Operational Control (AOC) functions.  To simplify avionics certification, the message subset implemented in the avionics is expected to include all the messages necessary for the first three phases of CPDLC implementation.

Table 2-1.  The Different CPDLC Builds

Build
IOC Date
Sites
A/G Subnet (Service providers)
Appx. # of G/G Routers

I
6/2002
Key site only
VDL-2 (ARINC)
1

IA
6/2003
Key site & National
VDL-2 (ARINC, SITA?)
~3-5

II
6/2005
Key site & National
VDL-2 (ARINC, SITA, others)
~10-20

CPDLC Build I will be implemented at a single key site at the Miami Center.  American Airlines has volunteered to participate as the launch airline.  The Initial Operational Capability (IOC) for Build I is planned for June 2002.  CPDLC Build I will be used to refine the Air Traffic Control (ATC) operational procedures for controllers and pilots.  As the first implementation of CPDLC in the en route domain, CPDLC Build I will be used to gain valuable experience with the controller and pilot computer-human interface.  In addition, CPDLC Build I will be used to assess the benefits expected from a full ATN CPDLC implementation.

2.1.2  CPDLC Build IA

CPDLC Build IA will leverage the FAA’s investment in the development of CPDLC Build I.  To mitigate the development risk of CPDLC, the lessons learned from CPDLC Build I operational use will be incorporated in the CPDLC Build IA program.  CPDLC Build IA will increase the message set of operational CPDLC messages; it will include the Build I messages plus speeds, headings, altitudes as well as a route clearance function.  CPDLC Build IA will continue to use VDL Mode 2 air/ground communications subnetworks, which may be provided by more than one service provider.  Airlines that participated in CPDLC Build I should be able to participate in CPDLC Build IA with few, if any, avionics changes.  CPDLC Build IA is planned for a key site implementation in June 2003 with national deployment commencing six months later.  At this stage of development, CPDLC Build IA is designed as a domestic implementation only and will not provide CPDLC service across international Flight Information Region boundaries.

2.1.3  CPDLC Build II

CPDLC Build II will expand upon CPDLC Build IA in terms of services and messages provided.  CPDLC Build II will continue to use the VDL Mode 2 air/ground communications subnetwork but with a larger subset of the CPDLC messages.  The messages selected for implementation in CPDLC Build II will be determined based upon the preferences of all interested stakeholders.  CPDLC Build II will introduce the capability for pilots to request clearances via CPDLC.  Airlines that participate in CPDLC Builds I or IA should be able to participate in CPDLC Build II with few, if any, avionics changes.

The FAA expects that CPDLC Build II will provide significant benefits to the users of the NAS.  These benefits will be achieved with less risk due to the successful implementation and operational use of CPDLC Builds I and IA.  CPDLC Build II will be fielded at a key site in June 2005 with national deployment commencing shortly thereafter.

2.2 CPDLC Service Components

The components and the ATN network supporting the end-to-end CPDLC capability are illustrated in Figure 2-1.  This general system and network topology is applicable to CPDLC Builds I, IA, and II; the main differences between the various phases are in the software capabilities and in the extent of the ATN network.  In Build I, ARINC will be the sole service provider interfacing with the FAA.  In Build IA and beyond, the FAA may interface with multiple service providers.  
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Figure 2-1.  CPDLC Service Components and Domains

Figure 2-1 shows the different management domains that are involved in the end-to-end CPDLC service, namely the FAA, the service provider(s), and the aircraft.  Within the FAA management domain, responsibility for the CPDLC application and that for the ATN network are also shown separately.  A brief description of the components and their functions is as follows:

The Display System Replacement (DSR) is the display for the Host Computer System (HCS) used by the controllers.  It provides a CPDLC interface to the individual controller to enter commands and receive feedback on the data link messages.  The HCS hosts a portion of the CPDLC software, among other NAS automation software.

The Host Interface Device (HID) is a gateway between the HCS and the HID NAS LAN (HNL).  The HID is connected to the HCS via a dedicated channel.  The HNL is the communication means for the various out-boarded User Benefit Applications processors such as the Data Link Application Processor (DLAP) and the User Request Evaluation Tool.  The HNL is a network that normally uses Transmission Control Protocol/ Internet Protocol (TCP/IP) protocols.  It is assumed that it can also support ATN communications between designated physical interfaces.

The DLAP hosts a portion of the CPDLC software.  The DLAP communicates with the HCS via the HNL using the TCP/IP protocol.  The DLAP also supports the ATN communication protocols.  When interacting with the Context Management Application (CMA) and forwarding CPDLC messages to an aircraft via the service provider(s), the DLAP uses ATN communication protocols.

The National Airspace Interfacility Data Network (NADIN)
 is an X.25 packet-switched network owned by the FAA.  It provides the point of attachment to service providers such as the ARINC data network.  If the DLAP implements a full ATN communications stack, the HNL router to NADIN will have to be an ATN router.  However, if the DLAP implements a partial ATN communications stack and uses tunneling, the HNL router will convert between TCP/IP and X.25.  The details of the implementation are unknown at this time.  For this ConOps, we have assumed that the HNL router is an ATN router.

The G/G ATN router (in this case, a mixed intermediate system and boundary intermediate system, IS/BIS) forwards CPDLC messages between the FAA ARTCC and the service provider’s ATN BIS router via NADIN.  

The Context Management Application (CMA) acts as a directory for logging active aircraft contact information.  This application also uses the ATN.  In Build I, the CMA application will most likely be collocated in the DLAP
.  In later builds, the CMA will be located in a separate processor that is accessible nationally.  In the nationwide deployment phase (Build 1A) and beyond, two geographically separated CMA processors will be used to provide backup redundancy of the CMA application.

The service provider has his own ATN subnet consisting of routers and interconnecting links and routes the messages to the appropriate router based on the aircraft address.  The service provider’s VDL Mode 2 ground stations enable air/ground exchange of the CPDLC messages.  The frequency for VDL mode 2 is automatically assigned, and is transparent to the users. (The frequency assignment is fixed as long as the airplane is within range.)

The aircraft receives the VDL-2 air/ground exchange via the avionics transceiver, and passes the data message on to an ATN-compatible communications unit.  The CMU keeps track of the message and displays it to the pilot.
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ATN Ground Network Management – CPDLC Context

Section 3 considers the network and system management of the ATN ground network management in the overall context of managing the CPDLC service.  Subsection 3.1 provides a set of guidelines used in management and in deriving the ConOps.  Section 3.2 describes the CPDLC domains of management with emphasis on the FAA domain, while Sections 3.3 and 3.4 provide the assumptions by timeframe and the functional interfaces to the different organizations and their roles in the overall CPDLC management. 
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 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Guidelines for Management

· The layered service management philosophy described in Section 1.3 will be used in managing the CPDLC service and its components.  The OCC, the ARTCC SOC and the NNCC/OCC will be used for managing the ATN network and the CPDLC service.

· The ATN is a global distributed network such as the global Internet or the global telephone network.  Only portions of this global network are owned and operated by any single organization.  In the global Internet or the global telephone network cases, the different organizations are responsible for managing their own portions of the network while cooperating with other organizations in helping to manage the end-to-end network service.  The FAA will thus manage only its own portion of the ATN network, while expecting the service providers and the airlines to manage their respective portions.

· The management of the ATN network requires cooperation among participating organizations.  The use of Service Level Agreements (SLAs), which define the respective responsibilities and agreements between organizations, will be used to facilitate cross-organizational management coordination.  The FAA is expected to use SLAs with the service providers and with neighboring CAAs.  Airlines will execute their own SLAs with the service providers.

· AF will not manage any single CPDLC service string from a specific controller to a specific aircraft.  In these cases, recovery of the service in case of errors will be the responsibility of the CPDLC application or that of the end users.  Recovery procedures may include repeating the message, aborting the message, or the use of voice.  These steps are necessary because it is too cumbersome to manage every single instance of a CPDLC service.  However, the failure of CPDLC service from a specific controller to all aircraft or from a group of controllers to all aircraft are legitimate AF service concerns and will be managed.

· The scope of ATN network management will not include the management of the CPDLC service.  However, the DLAP ATN communications functions and the CMA functions will eventually support other end applications in addition to CPDLC, and are considered part of the ATN network management. 

3.2

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   CPDLC Domains of Management

As illustrated in Figure 2-1, management of the CPDLC end-to-end service is spread across the management domains of the FAA, the service provider(s), and the airlines.  Each organization is responsible for managing portions of its own subsystems and ATN networks.

The FAA is responsible for managing its portion of the CPDLC and CMA applications and ATN network including the interfaces to the service provider(s).  These include management of the DSR, the HCS, the HID/NAS LAN, the DLAP, the NADIN packet network, the CMA application and the FAA’s ATN routers. 

The service provider(s) are responsible for managing their portion of the ground ATN network, the A/G routers, VDL-2 ground stations, and any related data link subnetworks.  The airlines are responsible for managing the ATN avionics and related avionics such as the Communications Management Unit (CMU) as well as their own ground ATN network such as those in their Airline Operations Centers (AOCs).

3.3  CPDLC and Ground ATN Subsystem Management Systems

The CPDLC service is provided by a number of cooperating subsystems.  A number of these subsystems have their own management systems.  These management systems are shown in Figure 3-1.  The connections shown from the subsystem managers are not physical interfaces but logical connections.

The DSR and the HCS are managed individually within each ARTCC by their respective management systems.  The HID, the HID NAS LAN (HNL) are also managed on a per ARTCC basis by the Network System Manager (NSM) that manages the processors connected to the HNL.  The HNL Router will be managed either from the ARTCC or from the ATN monitoring position based on whether it is a TCP/IP or an ATN router.  For the rest of this ConOps it is assumed that the HNL router is an ATN router and will be managed by the ATN network manager.  Management of the DLAP processor (and its software except for the ATN communications functions) will be integrated with HNL and be managed by the NSM on a per ARTCC basis.  An ARTCC Integration Manager is also planned; its role can be satisfied by the planned NAS Infrastructure Management System (NIMS), the existing RMM components, or the platform manager being considered by AUA for the management of all ARTCC decision support systems.  In the Build I timeframe, at least the NSM is supposed to interface with the ARTCC integration manager.  It is assumed that all these subsystem managers will ultimately report to the NIMS.  In the absence of automated interfaces, manual procedures for providing the status of subsystems and networks to the OCC will be implemented.
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Figure 3-1.  FAA CPDLC & Ground ATN Management Systems

The NADIN II network is currently managed by the NADIN network manager located at the NNCC/OCCs.  It is also assumed that there will be an ATN manager that will manage the ATN routers, the ATN communications functions of the DLAP and CMA processors, the CMA applications, and the CMA processors themselves.  We have assumed that the DLAP has two distinct portions whose management is split between the NSM and the ATN management system (see figure 3-2).  The ATN management system will collect management information about the ATN communication stacks of the DLAP and the NSM will collect information on the overall status of the processors, the CPDLC application and other software in the DLAP. 

The management information needed by the ATN management system can be collected either directly from the DLAP (network element to element/network manager) or from NSM to the ATN management system (manager to manager exchange). The direct approach is preferred because it reduces the complexity of the interfaces.  It is also preferred because the DLAP can provide the selected information to the ATN management system using the event forwarding discriminator capability, without a lot of additional implementation.  
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Figure 3-2.  Split of DLAP Management Responsibility

It should be noted that the ATN management system may have to support multiple management protocols, i.e., the Common Management Information Service Element (CMISE) for management of the ATN routers, and Simple Network Management Protocol (SNMP) for communication with the DLAP and/or the CMA.  This approach is preferred to reduce the number of systems that will need to support multiple protocols.  Otherwise, the DLAP and the CMA will also have to be designed to support CMISE for management of the ATN communication stacks.

In line with AF long term management strategy, the proposed management scheme for ATN in support of CPDLC takes advantage of the management consolidation and integration when possible, avoiding stove-pipe stand-alone management solutions.  The management topology allows future support of managing FAA services by collecting and correlating pertinent management information at a service management system.  The automation of service management is still under study.  In the initial implementation, service management can be realized via reporting procedures and manual coordination among the specialists at the various management stations.

Due to the distributed nature of ATN, besides managing the ATN network elements within the FAA, the FAA ATN management system will need to exchange certain management information with adjacent organizations, such as the service providers, to achieve seamless quality of service.  This management information exchange may not be automated in the initial implementation, and can be realized via agreed-upon management procedures and manual coordination between the organizations.  It is assumed that the service providers and the airlines will probably have automated ATN managers for their respective portions.

3.4 CPDLC and Ground ATN Subsystem Management Allocation

Taking into consideration the management of existing related systems in FAA, AF’s future direction for network and system management, and the existing automated subsystem management capabilities, the overall management responsibilities to support ATN and CPDLC is illustrated in Figure 3-2.  The overall management within the FAA is spread between the OCC, the NNCC/OCC, and the SOC at the ARTCC.  Coordination among the FAA centers and with other external organizations is shown in dashed lines.

Purely local network elements within an ARTCC will be managed in the corresponding ARTCC SOC. However, network elements which interconnect to the national network such as ATN routers and the NADIN switches are managed centrally from the NNCC/OCC.  Within each ARTCC SOC, there could be multiple management displays for the infrastructure management specialists.  Based on the sophistication of the ARTCC integration manager, the number of these displays can be reduced.  We have assumed that in all likelihood only the NSM will be reporting to the ARTCC integration manager during Build I and Build IA.

As the number of ATN routers grows within the FAA to support other applications besides CPDLC, it is technically efficient and cost effective to provide centralized national management of the FAA ground ATN network from the NNCC/OCCs, where the NADIN network management functions will be located.  The technical skill sets needed for managing the ATN routers are similar to those for managing packet networks and the existing AF network management specialists could be cross trained in managing the ground ATN network.  It will also provide a single point of contact for dealing with the ATN service providers and other CAA ATN managers. 
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Figure 3-3.  FAA Ground CPDLC & ATN Management Responsibilities

The agreement between the FAA and their service providers is usually formalized in a Service Level Agreement.  Examples of management coordination may include:

· Boundary network element connections and configuration changes

· Performance information exchange for proactive maintenance, network expansion planning, or for ATN traffic management

· Root cause network fault identification and isolation

· Information exchange specifications

· Usage data exchange for verifying billing information, and

· Enforcement of security policies

In the future AF plan, the ATN manager platform will provide pertinent management information to the three OCC sites, where service managers reside.  Management experts at the OCC will monitor overall FAA systems, applications, and services and coordinate management efforts to ensure overall seamless quality of service within their jurisdiction.  The responsibility for the overall FAA portion of the CPDLC service for the multiple ARTCCs reporting to an OCC is placed with the OCC.  While each ARTCC will normally manage its own CPDLC application, the OCC will consider geographical areas where CPDLC services may be temporarily unavailable or degraded. 

The allocation of management responsibilities for the different CPDLC Builds and their elements is summarized in Table 3-1.

Table 3-1.  Management Responsibilities for CPDLC Elements by Build

Element
Build I 

(June 2002)
Build IA

(June 2003)
Build II 

(June 2005)

DSR
Miami ARTCC
Respective ARTCCs that are providing CPDLC applications
Respective ARTCCs that are providing CPDLC applications

Host Computer




HID NAS LAN




DLAP CPDLC Application and TCP/IP protocols




DLAP ATN Communications fn.
ATN Network Manager at the NNCC/OCC
ATN Network Manager at the NNCC/OCC
ATN Network Manager at the NNCC/OCC

CMA applications & communications‡




FAA ATN Routers*




NADIN network and interfaces to service provider(s)
NADIN Network Manager at the NNCC/OCC
NADIN Network Manager at the NNCC/OCC
NADIN Network Manager at the NNCC/OCC

ATN routers and A/G subnetworks belonging to service provider(s)
Service provider - ARINC
Service provider(s)
Service provider(s)

ATN routers and avionics on aircraft
Airlines
Airlines
Airlines

Legend: * indicates that FAA ATN routers include those that support other applications in addition to CPDLC (e.g., ground/ground message services to Japan)

‡ In Build I, the CMA functions are implemented on the DLAP processor  
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Ground ATN and CPDLC Management Scenarios

This section provides representative management scenarios to illustrate the management ConOps.  Both normal and abnormal condition scenarios are considered.  These scenarios are summarized in Table 4-1.  The scenarios illustrate the responsibilities of the different management centers in the FAA and the other organizations and the coordination needed between organizations.  These scenarios are primarily for Builds IA timeframe and beyond; the scenarios are also high-level and not exhaustive.  Some variation from the given scenario description is to expected in actual operations and the description will be modified based on feedback from readers of this document.

Table 4-1.  Management ConOps Scenarios Considered

Category
Specific Scenarios Considered

Normal Conditions
· Normal Operation

· Major Configuration Changes

· Service Provisioning

· Software Upgrades

Abnormal Conditions
· DLAP failure

· ATN BIS Router failure

· CMA failure

· CPDLC application failure

· Externally detected failure (from outside the FAA)

4.1 Normal Conditions

4.1.1
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During normal operation, all the subsystems and network elements are operating within their normal operational range. Normal operation enables multiple controllers and pilots to use the CPDLC services for ATC purposes.   

Under normal operation, the management specialists at each ARTCC SOC monitor a number of management displays for event reporting from different subsystem elements within the ARTCC.  Among these management displays are those supporting CPDLC services; these include the DSR management system, the HCS management system, the NSM, and possibly, the Integrated ARTCC manager system.  Meanwhile, at the NNCC/OCC, management specialists monitor NADIN and the FAA ATN network via their respective management systems.  The service providers and the airlines perform similar management activities for their respective portions of the ATN network.  Once it is verified that the network and the service is operating normally, there is little or no operational interaction needed among the different organizations.

Under normal operation, FAA specialists and service provider(s) monitor the health and performance of their network elements via various management systems.  Performance data of individual network elements is also collected on a preset schedule.  This data is usually stored for later detailed analysis.  However, tools are usually available to provide tabular and graphical depiction of some basic performance data such as traffic volume count, error packet count, etc.  Trending packages are usually provided to track the direction of the changes and whether any thresholds are likely to be crossed.  This periodic tabular or graphical depiction can provide the monitoring specialist a means to detect deviation from normal operation in the network and take appropriate proactive maintenance actions before actual failure occurs.

Performance reports from pre-determined critical connections in the network can help monitoring specialists speedily determine the source of a problem.  For example, performance of the routers and the interfaces at boundary connections between subsystems, centers, and outside organizations help monitoring specialists spot anomalies and narrow the areas within the network for identifying a problem.

Performance data is usually shared between the organizations based on the SLAs. Usually, service providers will provide average network performance data to prove that the promised quality of network service is being met.

4.1.2 Major Configuration Changes

Major configuration changes include network initialization, addition/removal of network elements, network configuration changes, and application changes.  In these changes we have assumed that hardware changes are involved.  Service provisioning and software changes with no hardware upgrades are considered later.  Some of these configuration changes will affect only the FAA; changes in boundary elements will affect other organizations.   

4.1.1.1 Within the FAA

Based on current FAA practices, introduction of new subnetwork, addition or removal of subsystem or network elements, and configuration changes have to be performed with minimal impact on the existing system.  Hence these activities are usually executed during off-peak hours after coordination between the OCC, the NNCC/OCCs, the SOCs, Air Traffic, and the service provider(s), if relevant.  The OCC is responsible for getting the changes done and properly recorded for future operations.  Routing table and network address updates are considered as routine configuration changes and will be performed by the NNCC/OCCs.

a.
ARTCC SOC

Configuration changes to the DSR, the HCS, the HID, the NAS LAN, and the CPDLC application changes on the DLAP are local to an ARTCC SOC.  The changes can be performed within the FAA without coordination with other external organizations.  The local management specialists (AF personnel) schedule a suitable time in coordination with the OCC, AT and execute the changes.  Some of these activities are performed in conjunction with network engineering experts at the NNCC/OCC such as installation of new network elements or expansion and initialization of the subnetworks.  Once the changes are in place and are tested to be performing normally, the configuration change information is recorded and a copy is kept with the management specialists (AF personnel).  Within the SOC, there are usually multiple management specialists for different managing systems.  Coordination among the different management specialists is necessary.  For example, the HCS management specialist will coordinate with the HID and NAS LAN management specialists should a change occur that affects these systems.

The management specialists ensure that the configuration changes are reflected in the different management systems and that the monitoring and maintenance specialists have an updated view of the network.  Views of the status of services and systems will be available to the OCC overseeing the ARTCC SOC.

b.
ARTCC SOC, NNCC/OCC and OCC Coordination

For configuration changes to the NAS LAN router that connects to the NADIN and ATN communication changes in the DLAP, management specialists in the ARTCC SOC work with the management specialists in the NNCC/OCC who manage the FAA ATN.  Depending on the effect of the proposed changes, coordination on the schedule to execute the change on the affected network elements such as an FAA ATN router and the CMA, testing to ensure that the changes are performing as expected, and update of the change information record is required.  The change information is recorded and provided to the monitoring and maintenance specialists at the ARTCC SOC as well as the NNCC/OCC.

Some ATN communication changes in the DLAP may affect other centers besides the NNCC/OCC.  For example, tuning of certain performance parameters for the communication protocols may impact other ATN network elements or the CPDLC or other services.  Within the FAA, ideally, the management specialist at the OCC coordinates impacted centers in executing the service changes.  The management specialists analyze the requested changes, identify the impacted organizations, plan backup or alternate plans if changes fail, inform the management specialists at the impacted centers, schedule a time and appropriate personnel for execution of the changes, and ensure that the impacted centers make the necessary changes on time.  (Certain types of configuration changes which only have a local impact may be delegated to the ARTCC SOC or the NNCC/OCC as appropriate.)  The management specialists from the impacted centers will report back to the OCC on the status of the changes.  When necessary, the OCC coordinates execution of a backup plan if there are problems in executing the changes or the result of the change did not meet the expected performance.  The OCC is also responsible for closure of the service configuration change request (unless previously delegated).  

During Build I, the OCCs will be in place, but may depend on manual or voice coordination until the NIMS program provides the needed automation.  If the changes are to items within the domain of a single ARTCC SOC, the role described above for coordinating changes to the CPDLC is likely to be performed at the ARTCC; if the changes are to items outside the domain of the SOC, they will be performed at the OCC.  The coordination tasks are likely to be performed manually with paper trails, faxes and telephone calls for the near term.  Automation will smooth the coordination process and reduce human errors in scheduling and forwarding instructions on the configuration changes as well as alternative plans.

4.1.1.2 Coordination between FAA and Other External Organizations

When a configuration change may affect adjacent service providers, such as the addition of an ATN Boundary Intermediate System (BIS) router, the NNCC/OCC will carry out similar tasks as described in the previous subsection to coordinate the change request.  In addition, the NNCC/OCC will notify and coordinate with the affected service providers.  The process for coordination is agreed upon between the FAA and the partnering organizations and may be documented in formal SLAs.  Procedures, points of contact and responsible personnel are identified so that when a change request is needed, all involved parties know what to do to execute the change.

Where a working relationship between the FAA and a service provider such as ARINC already exists, a revision of the current SLAs to include the ATN services may be sufficient depending on the level of partnership.  Existing coordination procedures can be used for managing the ATN and CPDLC.  The RTCA Special Committee 194, set up in May 1999, plans to address service provider operational and administrative issues. 

Coordination between the FAA and an outside organization is similar to coordination of FAA internal centers.  Again, in the near term, the information exchange for the coordination such as the configuration change request, status update of the change execution, etc. are likely to be via manual procedures with paper trails and the aid of faxes and telephone calls. In the future, this exchange can benefit from future automation in reducing errors and delay due to manual procedures.

4.1.3 Service Provisioning

Normally, service provisioning is the process for adding, moving, and deleting end users. For CPDLC and ATN, the end users are the controllers, pilots, and airline dispatchers and AOC personnel.  Since the ATN is a packet network and not a nailed up circuit, little action needs to be taken for this type of service provisioning.  To add controllers to the CPDLC service, they need authorization and access to authorized DSR controller workstations. The current administrative process for management of end user access to the DSR system is sufficient to support CPDLC and ATN.  No new process is needed.

Service provisioning can also include the support of new applications other than CPDLC, accommodating new airline AOCs (including any billing and resource usage chargeback), and accommodating new logical CAA interfaces for the exchange of ATN messages.

A potential need for service provisioning is also involved with updating the CMA.  The CMA may have to be updated when new airlines or General Aviation (GA) companies register with the FAA.  Since new airlines and GA registration with the FAA may already exist elsewhere in the current operation, this information will need to flow from the organization that administers the information to the OCC for the ATN management specialists to update the CMA.

4.1.4 Software Upgrade

Software upgrade is a special case of configuration change in that special procedures and tighter coordination may be needed.  For software upgrade to existing subsystems such as the DSR, the HCS, the HID NAS LAN, and NADIN, existing software upgrade procedures will continue to apply.  The ARTCC SOC and the OCC will keep a record of the subsystem(s) software versions in use.  In addition, this record should be readily made available to the National OCC upon query.  The SOC maintenance specialists will also be notified and updated on the software version information.  Depending on the criticality of the software upgrade (such as the HCS) and its impact on underlying services over a vast area, the OCC will have a major role.  For subsystems that are likely to have only a local impact, the OCC may delegate upgrade responsibilities to the appropriate SOCs.  However, the OCC will need to be aware of the software upgrade plans so that it is on alert should service problems arise.

The DLAP software upgrade procedure will be similar to those for existing subsystems mentioned above.  Normally, the Office of AF NAS Operational Support (AOS) acts as a central point of contact when new versions of a software item are provided by the subsystem suppliers; AOS performs the integration test for any software upgrades to ensure that the upgrade will operate satisfactorily in the changed integrated environment.  It will then release the new software to the OCC to be implemented in the field
.  The OCC and the SOCs at the ARTCCs are responsible for implementing software version control.  The OCC identifies affected sites, establishes schedules with those sites for executing the software upgrade, and redistributes the software to all affected sites using a change request with schedule information; it also plans and coordinates backup procedures should version changes fail.  The OCC will coordinate the software upgrade activities and close the change request upon completion based on status reports from the affected centers.  The OCC may delegate some of these functions to the SOCs or the NNCCs when appropriate.

The software distribution and upgrade procedures are likely to be manual in the near term; software tapes or computer disks with the software updates will be carried manually to the system to be installed.  For future automation subsystems, most software upgrades may be performed electronically and remotely.

As in configuration change, any software upgrade actions that affect organizations outside the FAA will require coordination and collaboration with those organizations.  Similar procedures as in configuration changes are valid for software upgrades.  The OCC will again play a coordinating role with the affected organizations for service upgrades  Coordination by the OCC could mean that the OCC initiate the software change request, assist in scheduling, and distribution of the software. The OCC may delegate these responsibilities to the NNCC for network upgrades such as changes to FAA ATN routers, to the DLAP communications software and the CMA.  The actual implementation of the change may require the specific OCC to work with its counterpart in the outside organizations to ensure that the network is performing as expected.  The OCC will still be responsible for closing the software upgrade request.

4.2 Abnormal Conditions

During individual subsystem failure conditions, the overall system may still be providing CPDLC services to the end users, i.e., controllers, pilots, and AOC personnel.  However, certain network elements within the network may suffer performance degradation or failures.  If no action is taken, the problem may affect the CPDLC service.

The following subsections describe some common scenarios under abnormal conditions.

4.2.1 FAA Subsystem Failures

The monitoring specialists in the ARTCC SOC monitor the DSR, the HCS, the HID, the NAS LAN, the DLAP, and other subsystems in the ARTCC.  When there is a failure or a performance degradation event of a managed element in the SOC’s domain, the SOC  specialists take appropriate actions in identifying the event, verifying the problem or potential problem, isolate the fault to prevent further deterioration, open a trouble ticket when appropriate so that the event can be handled by maintenance specialists.

When verifying the event notification, the monitoring specialists also determine whether the problem has an effect on other subsystems.  If so, the monitoring specialists of the troubled subsystem communicate with the monitoring specialists of the affected subsystems.  The OCC monitors and coordinates the restoral of services when the affected subsystems are outside the domain of the ARTCC.  Because of the built-in redundancy of many FAA subsystems, the monitoring and maintenance activities are typically done in the background without the end users noticing any loss of service.  If the failure or performance degradation requires the end users to switch to an alternative means without affecting the service, the monitoring specialists will notify the AT supervisor to exercise the switch or inform the controllers.  

OCC to SOC and/or Service Support Center (SSC) coordination can be automated to assist efficient monitoring and maintenance coordination.  Electronic exchange of trouble tickets and forwarding of event notifications are examples of automation that can ease coordination and improve accuracy.  When such means are not available, manual procedures relying on faxes and telephone calls serve as temporary solutions.

A similar approach is taken for coordinating monitoring and maintenance activities with outside organizations.  The OCC again acts as the point of contact in coordinating the service monitoring and maintenance activities.  Similar electronic exchanges across organizations can help smooth the coordination process.  However, the electronic exchanges may contain less internal information such as specific location of the troubled subsystems and the work schedule information of specialists, etc.  The setup of coordination with outside organizations is based on previously negotiated SLAs.  All ATN problems are expected to be handled by the OCC.  The OCC may also delegate responsibilities for coordinating and resolving network problems to the NNCC.

4.2.2 Specific Subsystem Failures

This subsection considers some specific subsystem failures and the general coordination procedures described in previous subsection to illustrate the typical monitoring and maintenance activities that are performed.

4.2.2.1 DLAP Failure

In considering DLAP failures, we consider the following two cases: 1) total failure of a DLAP with all functionality, and 2) a partial failure that causes problems only in the ATN communications software.  In case of a total failure, the ARTCC SOC will identify the problem via the NSM.  The OCC will also be notified of the problem.  In case of total failure, the backup DLAP is brought into service either manually (by the ARTCC SOC) or automatically, based on the design. The standby DLAP is activated and CPDLC service is not interrupted. The monitoring specialist then verifies the failure via remote testing of the failed DLAP; this capability is available from the NSM.  He
 then creates a trouble ticket and assigns it to a SSC maintenance specialist.  If remote testing of the DLAP is not available, a physical test of the DLAP is performed locally by the SSC maintenance specialist.  Once verified, the SSC specialist isolates the problem such as removing the DLAP (logically) from the NAS LAN to avoid affecting the operation of the network.  

In case of a problem in the ATN communications function in a DLAP, the ATN monitoring specialist at the NNCC/OCC receives DLAP ATN communication protocol performance and event information via the ATN management system.  The ATN manager runs further tests to verify operation and may reset the communications software parameters remotely.  Depending on the remote monitoring and control capability of the ATN management system, the monitoring specialist at the NNCC/OCC may require the assistance of the monitoring specialist at the ARTCC SOC that has the troubled DLAP to complete additional activities.  If the next activity is to move to the backup DLAP, the monitoring specialists will coordinate with the SOC and request that the switch be performed.

Once the SSC maintenance specialist receives the trouble ticket, based on the priority set for the trouble ticket, he examines the failure, identifies the problem, reloads the protocol software, and verifies that the DLAP is now working again.  He will analyze the root cause of the failure and document it.  He may also contact the SOC or the OCC to see if a similar problem has happened to other DLAPs and the action taken to repair or prevent recurrence.  This could be in the form of an electronic bulletin compiled by the OCC and made available to maintenance specialists.  Upon fixing the DLAP, the maintenance specialist verifies proper operation by testing the system.  He also certifies the equipment and coordinates with the SOC before placing it on-line and in service.  He logs his actions and comments in the trouble ticket.  

The originator of the trouble ticket (the monitoring specialist either at the OCC or the SOC) is also notified of the completion of the repair task and closes the trouble ticket.  The fixed DLAP is monitored again while performing its network element functions.  Depending on prior arrangement with AT, the end users may be notified of the fixes and if necessary, switched back to the primary equipment.  The information flows to the OCC where the history of the problem and comments may be added to the existing bulletin list for future reference.

4.2.2.2 ATN BIS Failure

In this scenario, we consider a case where an FAA ATN BIS router malfunctions with retransmission of packets continuously creating a flood of traffic.  This traffic flood condition may be detected at the ATN manager’s position at the NNCC/OCC.  The monitoring specialist via the ATN management system receives event reports from the troubled ATN BIS router.  Similarly, the traffic flood condition is detected at the OCC and at the network management centers of the affected service providers.

Once the network operators at the service providers identify that the problem originated in the FAA portion of the network, they will open a cross organization trouble ticket/inquiry and forward it to the FAA coordinator at the OCC.  The OCC coordinator with its monitoring capability identifies the affected SOC.

Once the monitoring specialist identifies the troubled ATN BIS router, he begins to reroute traffic away from that BIS router to prevent service interruption, and removes the troubled router (logically) out of the network for repair.  He tries to reinitialize the router and if unsuccessful, will open an internal trouble ticket for the local maintenance specialist.

The maintenance specialist executes repair activities and when they are completed, logs appropriate information in the internal trouble ticket..  For example, a short description of the problem, i.e., retransmission malfunction, and repair status such as restored or replaced with the time availability provided. Once the ATN monitoring specialist receives the internal trouble ticket with the maintenance actions taken, he closes the trouble ticket.  He also composes a reply to the trouble inquiry and sends it to the service providers.  Part of the information on the internal trouble ticket may be made available in the trouble inquiry reply to the service provider. 

4.2.2.3 CMA Failure

In the CPDLC design, dual redundant CMAs are planned.  In the CPDLC Build I timeframe, the CMA function will reside in the DLAP processor.  In later builds, the CMA function will be implemented on geographically separated processors. The service failure may be first detected by the ATN monitoring specialist via the ATN management system; it may also manifest itself as a service failure to the controllers.  In Build I, when the primary DLAP fails, the primary CMA function also fails and a move to the backup DLAP by the SOC is needed to restore the CMA function.  In later builds, should a CMA processor fail, enquiries are automatically addressed to the backup CMA.  The OCC will take the affected CMA off-line and try to fix it. 

If the ARTCC controllers detect a service problem, they report the service failure to the AT supervisor.  The AT supervisor queries the monitoring specialist within the ARTCC SOC.  The monitoring specialist identifies that the problem does not originate within the center and queries the ATN monitoring specialists, if he cannot get the information directly from querying the NIMS .  The ATN monitoring specialists notify the ARTCC SOC monitoring specialists of the CMA failure and an estimated restoral time, when available.  The SOC informs the AT supervisor of the status.  The OCC posts an advisory bulletin to the aviation community about the failed CMA and activates an alternative communication plan for the affected areas.

The ATN monitoring specialist tries to reinitialize the CMA or make the backup CMA active; if unsuccessful, he proceeds to open a trouble ticket for the maintenance specialist to restore the CMA locally.  Once restored, the ATN monitoring specialist notifies the ARTCC SOC monitoring specialist.  The ATN monitoring specialist also completes a summary report of the closure.  The OCC announces the summary report to the community via an advisory bulletin board.

In the current CMA design, logins by pilots are not acknowledged by the CMA.  If  the CMA is not available, the transport layer cannot deliver the packets and the pilot will get an indication to that effect and will assume that the login was unsuccessful.  He will try again later and will inform the AOC if the service is not available after repeated attempts.  The AOC may contact the OCC if a number of aircraft report the same problem.

A service provider will not be aware of the CPDLC service or the fact that the CMAs have failed.  Should airlines contact them they will check their subnets and declare that the problem is not within their jurisdiction and that the FAA OCC should be contacted.

4.2.2.4 CPDLC Application Failure

When the CPDLC application fails, CPDLC services are affected.  A similar process occurs as described in the previous section.  Except now the HCS monitoring specialist or the DLAP monitoring specialist at the ARTCC SOC is involved and coordinates with the OCC.  Trouble queries from outside organizations may still come to the OCC.  The OCC is responsible for the coordination and responses.  The OCC determines if the problem is in the domain of an SOC.  If it is, the SOC will proceed with restoration and the OCC will monitor progress.  If the problem is outside the domain of an SOC, then the OCC specialist proceeds with restoration activities.

4.2.2.5 Externally Detected Failure

In this case, we assume that the cause of a detected network problem is unknown and requires coordination of multiple management specialists to identify and isolate the source.

When an outside organization, such as a service provider, detects an ATN problem that is suspected to have originated from the FAA, the outside organization submits a trouble query to the FAA OCC.  The OCC has access to a current list of boundary network elements that connect to the outside organizations.  It also has access to an updated list of boundary network elements that connect different FAA ARTCCs.  Upon receiving trouble queries from outside organizations, the OCC correlates the trouble queries and cross checks with known open trouble tickets.  The OCC specialist also checks the boundary network element lists to identify ARTCC SOCs that are candidates for handling the trouble.  The OCC then generates an internal trouble ticket and distributes it to suspected SOCs.

Upon receipt of the internal trouble ticket, the monitoring specialists work together to determine the source of the problem.  Suspected boundary network elements are examined.  The NADIN monitoring specialists and ATN monitoring specialist inform each other of their findings.  If the problem is identified, the monitoring specialist begins to isolate the problem and notify other monitoring specialists within the SOCs and the OCC.  The OCC informs other suspected centers that the problem has been identified within specific SOCs or their interfaces, and the trouble resolution process begins.  When the task is completed, the trouble ticket is closed by the maintenance specialist.  The OCC then composes a response to the external trouble queries and distributes it to the external organizations.  

A similar process takes place in an ARTCC SOC that receives an internal trouble ticket from the OCC.  Monitoring specialists of various systems, that are suspect, work together to identify the problem.  This could include the HID NAS LAN monitoring specialist, the DLAP monitoring specialist, the HCS monitoring specialist, and/or the DSR monitoring specialist.  Once the problem is identified, the ARTCC SOC informs the OCC so that OCC can inform other suspected SOCs that the internal trouble ticket does not apply to those centers.

Having the OCC coordinate suspected service or network trouble identification respectively reduces the diffusion/confusion of accountability and responsibility when multiple centers are involved.

When a center finds that it is not the source of the problem, it responds to the trouble ticket with its findings and suggestions of the suspected source of the problem if it has reason to indicate so.  Centers SOCs can call each other to coordinate the debugging process after coordination by the OCC.  The coordination can also be logged in the response to the internal trouble ticket.

When the source of a service or network problem cannot be identified within the FAA, the OCC analyzes all returned internal trouble queries received from suspected centers and determines if other possible internal suspects might have been left out.  When the OCC exhausts all possibilities or has reasons to suspect that the problem is not within the FAA, a response to the original external trouble queries is composed.  The response includes FAA findings and suggestions on the suspected source.  The OCC may continue to work with the external organizations to find the root cause or mitigate the problem to avoid diffusion/confusion of accountability and responsibility within the aviation community.
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Issues, Recommendations and Next Steps

This section briefly discusses some of the issues that may affect the ConOps described in this document.  The section also summarizes our recommendations and next steps.

5.1

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Issues

The issues considered here are those that are concerned with the management of the Ground ATN network and the CPDLC service.  None of the issues are considered to be “show stoppers” and are expected to be resolved in due course.

5.1.1

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT  ARTCC Integration Manager

The need for integrating the multiple subsystem managers in the ARTCC has been identified for some time.  The NIMS program was supposed to integrate all management systems over the long run, but its funding has been reduced; the program is also undergoing a fundamental relook to consider modern integration platforms that are available commercially.
  There is a similar initiative within the AUA organization to consider an integration platform to integrate all automation functions at an ARTCC.  Both approaches assume that new subsystems will interface using SNMP protocols.  Coordination of these efforts is planned and will start in late-May 1999.  At a minimum, the NSM will be able to interface to an Integration Manager using SNMP protocols regardless of how it is implemented on the receiving side.  The CPDLC program and ATN program should proceed with their current plans.

5.1.2

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Management of Mixed Protocols

As mentioned earlier in Section 3, the ATN routers will support the Open System Interconnection (OSI) protocols because of international agreements and interoperability.  Depending on implementation, the SNMP protocol is likely to be used to manage the ATN communications stacks on the CMA and the DLAP processors; the Common Management Information Protocol (CMIP) protocol will be used for managing the ATN routers.  It is assumed that the ATN network manager will have to support both SNMP and CMIP protocols.  This is not expected to have any impact on the ConOps except in the training of the ATN network specialists.

5.1.3

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Security Implications

The security requirements of the CPDLC service are still being analyzed by the FAA.  At the current time, a methodology for assessing the security threats and their consequences is being developed.  As this work matures, the ConOps will have to incorporate these security aspects.  It is also assumed that SNMP version 3, which provides some security features, will be the management protocol that will be implemented in the CPDLC program when these security requirements are firmed up.

5.1.4

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   FAA Plans for the NNCCs

The current NADIN message and packet networks are owned by the FAA and are managed from the NNCCs. There are three subissues concerning the NNCCs.  These issues are:

· Will the NNCCs stay independent or be absorbed by the OCCs?  Conceptually, the NNCCs are at independent locations today but will work closely with (and report to) the OCCs in the CPDLC timeframe.  The fact whether they are completely absorbed by the OCCs or stay independent has little effect on the ConOps as long we interpret the NNCC/OCC as a network management function.  

· Will the number of NNCCs change?  The original concept of the having 2 NNCCs originated historically and was designed to provide load sharing and catastrophic backup capabilities.  The current trend is to go with a single network control center and AF is still considering whether a single NNCC is appropriate.  

· Is there a need for any NNCCs?  The current FAA Telecommunications Infrastructure (FTI) initiative planned by the FAA [6] is considering retiring the NADIN networks and leasing packet switching services from commercial service provider(s).  Although no details are yet available, the implication is that the NNCCs may be eliminated and their functions absorbed by the OCCs.  

As far as this ConOps goes, the location where the NNCC expertise resides is the logical place to locate the ATN network managers.  The place where the NNCCs report to is immaterial.  If the NNCCs are closed down completely, it is likely that the AF network operators and specialists will be reassigned to the OCCs or the NOCC to use their expertise of the NAS communications and services.  In such a situation, the ATN network managers will have to coordinate with the ATN service providers and the packet network service providers in providing the overall ATN service.  

5.2

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Recommendations

The management recommendations provided in Section 3 are summarized in Table 5-1.  It is assumed that the OCC, the ARTCC SOCs, and the NNCC/OCCs will cooperate in providing the CPDLC service management, with the NNCC/OCCs having the main responsibility for managing the DLAP communications stacks, the CMA applications, and the FAA ATN routers.  It is also recommended that the implementation of the network management features provide remote network management starting with Build I so as to transition to support national operations more easily for Builds IA and II.  

Table 5-1.  Summary of CPDLC and ATN Management

Element
Build I 

(June 2002)
Build IA

(June 2003)
Build II 

(June 2005)

DSR
Miami ARTCC
Respective ARTCCs that are providing CPDLC applications
Respective ARTCCs that are providing CPDLC applications

Host Computer




HID NAS LAN




DLAP CPDLC Application and TCP/IP protocols




DLAP ATN Communications fn.
ATN Network Manager at the NNCC/OCC
ATN Network Manager at the NNCC/OCC
ATN Network Manager at the NNCC/OCC

CMA applications & communications‡




FAA ATN Routers*




NADIN network and interfaces to service provider(s)
NADIN Network Manager at the NNCC/OCC
NADIN Network Manager at the NNCC/OCC
NADIN Network Manager at the NNCC/OCC

ATN routers and A/G subnetworks belonging to service provider(s)
Service provider - ARINC
Service provider(s)
Service provider(s)

ATN routers and avionics on aircraft
Airlines
Airlines
Airlines

Legend: * indicates that FAA ATN routers include those that support other applications in addition to CPDLC (e.g., ground/ground message services to Japan)

‡ In Build I, the CMA functions are implemented on the DLAP processor  

5.3

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Next Steps

The logical next steps are:

· Disseminating the ConOps to the parties involved in CPDLC to get their feedback.  Future modification of the ConOps will also include participation and the feedback from:

· the work in RTCA SC194 on CPDLC plans and issues

· the plans on the ARTCC Integration Manager, and

· the FAA CPDLC security work that is underway

· Generate operational requirements based on the modified ConOps and derive functional requirements and allocate them to the different subsystem management domains

· Create reference Interface Requirements Documents for relevant management interfaces, and 

· Jointly develop SLAs between the service providers and the FAA to support the ATN network and its management
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Network Related Functions and Standard Functional Categories

The traditional lifecycle of a network starts with the creation of the network.  Network services for customers are then activated.  Once service is activated, service assurance in the network is needed.  The last step is to account for the resources consumed and/or by billing.  As growth continues the cycle repeats with replanning necessary to handle new services and customers.  (See figure A-1.)
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Figure A-1.  Traditional Network Lifecycle

A.1

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Network Related Functions

The following are the six main functions that are applicable to the life cycle of operational telecommunications within the FAA: Administration, Planning, Engineering, Service Provisioning, Operations, and Maintenance.  Most processes involved in running a network incorporate the information and require the involvement of several of these functions. 

· Administrative functions cover administrative procedures, budget development and administration, telecommunications security, telecommunications training, program management, procurement and contracting, liaison with other agencies, directory services, and information systems management.  

· Planning functions include both strategic and tactical planning.  Typical functions include the collection of existing and new requirements from users, assessing future technology, defining the network architecture, and defining new subsystems and services for acquisition.  Other activities include service oversight, planning for service restorals under different scenarios, network capacity planning and evolution, and the analysis of various aspects of network performance.  An increasingly important function is operations planning which involves analyzing the impact of introducing new systems and technology on current network operations and maintenance. 

· Engineering concentrates on the detailed specification, evaluation, acquisition and configuration of network equipment.  Engineering is responsible for detailed equipment configuration and oversight of network equipment installation.  Engineering is also responsible for generating technical standards, handbooks, and procedures.  The Engineering and planning functions are closely aligned. 

· Service provisioning involves handling requests from network users for additional service, changes in existing service, or deletions of service.  These changes involve port allocations and/or channel allocations and constitute minor changes to the network.  Depending on the specific end-to-end requirement of the user, service provisioning may involve making changes in multiple subsystems that together provide the service.  Service provisioning is responsible for ensuring that the service is provided and that the user is kept informed about the status at different stages of the process.

·  Operations functions involve keeping the network(s) up and running.  Operations functions involve network status and alarm monitoring, monitor and control of network performance and traffic, trouble detection, trouble reporting and localization, providing user trouble desks, service restoration, and managing the real-time network configuration.  Certification that a particular service/equipment is functioning properly and is ready to support ATC communications is an operations function specific to the FAA.

· Maintenance functions involve keeping network equipment functional, and replace or repair failed elements when they break down.  The primary functions of maintenance are in preventive and corrective maintenance.  These include any requirements for testing, coordination, and repair. Maintenance is also concerned with workforce administration function needed for the day-to-day scheduling of maintenance personnel and assignment to specific maintenance tasks based on changing conditions and priorities.  Operations and maintenance functions are closely aligned with operations isolating network trouble only to the extent that service restoral can be performed, with maintenance performing the rest.  Operations takes a logical network view of the connectivities of the equipment, while maintenance concentrates on the physical equipment.

A.2

 seq Level2 \r 0 \h \* MERGEFORMAT 

 seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT   Standard Functional Categories - FCAPS

In the network management standards community, network management is divided into five management functional areas.  These areas are fault, configuration, accounting, performance, and security management, in short referred to as FCAPS.  All network and system elements, particularly those that need to be managed remotely, must support these functional management capabilities.  The relationship of the network related functions and the FCAPS capabilities to the traditional network life cycle are shown in Figure A-2.

· Fault management deals with functions for monitoring, testing, and repairing of the network.  It includes monitoring for network element alarms or warnings, performing diagnosis for verifying, isolating, mitigating, and repairing faults. Tracking of trouble tickets and history is part of fault management. Fault management is performed mostly during Maintenance and parts of Service Provisioning and Engineering for testing and verifying that the service is provisioned correctly.

· Configuration management deals with functions for controlling the network.  It includes setting network element parameters, collecting status information about the network elements, shutting down or restarting the network elements, re-routing, and switching to backup network elements.  Configuration management functions are performed mostly during Operations and Service Provisioning.  Portions of Planning and Engineering that impact management also are addressed by configuration management functions.

· Accounting management deals with functions for tracking and compiling usage information of the network. It includes metering of usage, trending analysis, auditing, and billing. Accounting management is performed as part of Administration, Planning, and Engineering.

· Performance management deals with functions for monitoring the network.  It includes collecting and analyzing performance data of the network elements.  Performance management functions are performed as part of Maintenance, but the analyzed information is used as feedback for Planning and Engineering.

· Security management deals with functions for enforcing the network security as well as managing the security capabilities of the network. It includes assigning and distributing security Ids and keys, monitoring the network for security compliance, preventing security violations from spreading, stopping and eliminating security violations, and ensuring that the security capabilities in the network are operating accordingly. Security management is performed mostly during all parts of the operation cycles from Planning, Engineering, Administration, to Operations, Service Provisioning, and Maintenance.
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Figure A-2.  Network Related Functions and Functional Categories
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NAS Infrastructure Management Hierarchy

This appendix summarizes AF’s infrastructure management center hierarchy and current plans to consolidate operations and maintenance (O&M).  The reader is referred to the Operational Guidance for NAS Infrastructure Management [5] for details.  The types of AF control centers involved in providing infrastructure management are described below and shown in Figure B-1.  All centers with the exception of the Operations Control Centers (OCCs) and the Service Operations Centers (SOCs) are currently active; transition to OCCs and SOCs is planned for October 2000.  Since the time frame of CPDLC Build I is June 2002, the OCCs and the SOCs will be operational and play their respective roles in management.  The main centers of interest in the CPDLC service will be the OCCs, the NNCCs, and the SOCs at the ARTCCs.

Maintenance Control Centers (MCC):  Thirty-three (33) MCCs are located through out the United States.  The MCCs are the primary point-of-contact for the field work force for the coordination of maintenance activities and upward reporting of significant infrastructure events.  MCCs also do a limited amount of remote maintenance monitoring (RMM) using a variety of tools.

There are two types of MCCs: Air Route Traffic Control Center (ARTCC) MCCs (AMCC) and, General NAS (GNAS) MCCs (GMCC).  The functions of the two types of MCCs are identical; however, the types of systems and equipment the MCCs are responsible for monitoring, and the geographic areas each is responsible for are different.  In general, AMCCs are responsible for the systems and equipment contained within the ARTCC and some systems outside the ARTCC that provide service to the Air Traffic (AT) users within the building.  The GMCCs are responsible for the systems and equipment outside of the ARTCC.  This means that the GMCC’s geographic area of responsibility is much larger than that of the AMCC.

The MCCs at high-impact facilities (all ARTCCs and selected TRACONs) will become SOCs by October 2000.  The functions of the other MCCs will move to the OCCs by that date.

National Operations Control Center (NOCC):  One (1) NOCC is located in Herndon, Virginia and will be collocated with the Air Traffic Control System Command Center (ATCSCC).  The NOCC operational focus will be national in scope and it will serve as the primary interface for infrastructure operations to AF Headquarters NAS operations management.  It will interact with the ATCSCC and the OCCs and provide national impact perspective for significant infrastructure events.  These interactions will be primarily to gather and disseminate information to facilitate OCC prioritization of O&M resources.  The NOCC will have access to information on the status of NAS infrastructure services as well as the status of any other significant infrastructure events reported by the OCCs.
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Figure B-1.  Future NAS Infrastructure Operations Hierarchy
National Network Control Centers (NNCC): Two (2) NNCCs located in Atlanta, Georgia and Salt Lake City, Utah manage the National Airspace Data Interchange Network (NADIN) message and packet switching systems and associated telecommunications services. Each NNCC serves approximately one-half of the country (roughly divided at the Mississippi River) with additional international responsibilities; however, each NNCC is capable of backing the other one and managing the entire national network.  The NNCCs will have access to information on the status of its monitored networks and systems and will provide a real-time status information to the OCCs.  The NNCCs will coordinate telecommunications O&M activities with the OCCs and certain leased telecommunications service providers.

The future of the NNCCs as distinct control centers is uncertain, but the function of managing FAA-owned national networks will still continue.  Most likely these functions will migrate to the nearest OCCs.  In this document, the term NNCC/OCC is used as the location of the FAA-owned network management function rather than its current physical location.

Operations Control Centers (OCC): Three (3) OCCs located in Atlanta, Georgia (Atlantic); Olathe, Kansas (Mid-States); and San Diego, California (Pacific) will be the focal point of future infrastructure operations and the primary coordination point for the NOCC.  The OCCs will report operationally and administratively to the host AF Regional Office (RO).  Within the assigned operations domain, OCCs will coordinate and prioritize O&M activities, perform remote monitoring, control, and certification of NAS subsystems to the degree technology allows, and gather and disseminate NAS infrastructure service and status information.  The OCCs will interact with Air Traffic (AT) Operations within their operations domain, NOCC, other OCCs, assigned NNCC, assigned SOCs, other AF organizations, and assigned SSC/WCs (those not collocated with an SOC).  Additionally, the OCCs will interact with the host AF RO and appropriate System Management Offices (SMOs).  OCCs will have access to information on NAS infrastructure service and subsystem status, work force scheduling and task assignment, infrastructure operational event schedule (e.g., periodic maintenance, flight inspections, and equipment shut downs), and infrastructure support equipment status and schedule (e.g., trucks, tools, and test equipment).

Service Operations Centers (SOC): SOCs located at high-impact NAS facilities (i.e., all ARTCCs and selected TRACONs) will perform operational functions similar to an OCC but within a limited operational area.  The SOCs operational area will be:

· For an SOC at an ARTCC, the area of is all services and equipment contained within the building complex.
· For an SOC at a TRACON not located at an airport, the area of responsibility is all services and equipment contained within the building complex.  

· For an SOC at a TRACON located at an airport, the area of responsibility is all services and equipment contained within the airport boundary fence.

However, at some large TRACON SOCs due to the complexity of AT operations and AT needs, it may be necessary to adjust which facilities are considered “inside the fence”.  Any adjustment will require close coordination with the appropriate OCC and require a waiver.  These unique situations will be the exception rather than the rule.  As future technology and processes are implemented SOC functionality will transition to the OCCs.

The SOCs will report operationally to an OCC and administratively to an SMO.  The SOC will interact with the AT customers within its operational area, assigned OCC, and assigned SSC/WCs.  It will have information available on the status of assigned infrastructure services and systems, assigned work force scheduling and task assignment, assigned infrastructure operational event schedule (e.g., periodic maintenance, flight inspections, and equipment shut downs), and assigned infrastructure support equipment status and schedule (e.g., trucks, tools, and test equipment).  A list of the SOCs is provided in Table B-1.

Table B-1.  Planned Service Operations Centers

FAA Identification 
Location 
Function
OCC Reported To

QHM
New York, NY
TRACON
Atlantic OCC

ZBW
Boston, MA
ARTCC


ZDC
Washington, DC
ARTCC


ZJX
Jacksonville, FL
ARTCC


ZMA
Miami, FL
ARTCC


ZNY
New York, NY
ARTCC


ZTL
Atlanta, GA
ARTCC


*
Potomac
TRACON


DFW
Dallas Ft. Worth, TX
TRACON


ELG
Chicago, IL
TRACON
Mid-States OCC

ZAB
Albuquerque, NM
ARTCC


ZAU
Chicago, IL
ARTCC


ZFW
Fort Worth, TX
ARTCC


ZHU
Houston, TX
ARTCC


ZID
Indianapolis, IN
ARTCC


ZKC
Kansas City, KS
ARTCC


ZME
Memphis, TN
ARTCC


Table B-1.  Planned Service Operations Centers (concluded)
FAA Identification 
Location 
Function
OCC Reported To

ZMP
Minneapolis, MN
ARTCC
Mid-States OCC

ZOB
Cleveland, OH
ARTCC


DEN
Denver, CO
TRACON


HNL
Honolulu, HI
CERAP
Pacific OCC

SCT
San Diego, CA
TRACON


ZAN
Anchorage, AK
ARTCC


ZDV
Denver, CO
ARTCC


ZLA
Los Angeles, CA
ARTCC


ZLC
Salt Lake City, UT
ARTCC


ZOA
Oakland, CA
ARTCC


ZSE
Seattle, WA
ARTCC


*NCT
Northern CA
TRACON


Legend: * indicates that the SOC location is not yet chosen

Service Support Centers (SSC)/Work Centers (WC): Approximately 370 SSC/WCs located throughout the United States, its territories and possessions will provide on-site O&M.  The SSC/WCs will provide on-site maintenance support of infrastructure equipment which include repair and replacement as well as installation of modifications and new equipment.  The SSC/WCs will report operationally to either an OCC or SOC and administratively to an SMO.  The SSC/WC will interact with either the assigned OCC or SOC when performing O&M actions.  It will have access to information on the status of assigned NAS infrastructure systems, assigned work force scheduling and task assignment, assigned infrastructure operational event schedule (e.g., periodic maintenance, flight inspections, and equipment shut downs), and assigned infrastructure support equipment status and schedule (e.g., trucks, tools, and test equipment).

System Management Offices (SMO): Thirty-three (33) SMOs located throughout the United States will provide management and administrative support to all infrastructure operations organizations with the exception of the NOCC and NNCCs.  The SMOs will ensure that the infrastructure maintenance program is properly implemented and executed, provide technical and program support to the OCCs as well as manage change implementation to the NAS infrastructure.  It will have access to information on assigned work force scheduling and task assignment, assigned infrastructure operational event schedule (e.g., periodic maintenance, flight inspections, and equipment shut downs), and assigned infrastructure support equipment status and schedule (e.g., trucks, tools, and test equipment).

AF Regional Offices (RO): Nine (9) AF ROs located in Anchorage, Alaska; Seattle, Washington; Los Angeles, California; Chicago, Illinois; New York, New York; Atlanta, Georgia; Kansas City, Kansas; Fort Worth, Texas; and Boston, Massachusetts will each ensure program support to the OCCs in managing NAS infrastructure services.  The overall support of the three OCCs will be shared by the nine regions.  Three of the nine AF regional offices will serve in the role of “host region”: Atlanta, Georgia for the Atlantic OCC; Kansas City, Kansas for the Mid-States OCC; and Los Angeles, California for the Pacific OCC.  The host region will take the lead in collaborating with Headquarters NAS Operations Director (AOP), the other AF regions for which the OCC manages infrastructure services, and the appropriate OCC to ensure funding and other resource requirements are identified, standard processes and procedures are implemented to carry-out and support infrastructure operations, and determine performance metrics for the infrastructure services within their region.  Additionally, the AF ROs will be responsible for management and oversight of the AF specialist certification program within the region.  AF ROs will requirement access to information on infrastructure service and systems performance for the assigned OCC, work force staffing requirements for the assigned OCC, and other resource requirements of the assigned OCC.

Glossary

ACSE
Association Control Service Element

ACT
FAA Technical Center (organization)
AF

Airway Facilities

A/G
air to ground

AMCC
ARTCC Maintenance Control Center

AND
FAA Office of Communications, Navigation & Surveillance

AOC
Airline Operations Center

AOP
AF NAS Operations (organization)

AOS
AF Operational Support (organization)
ARINC
Aeronautical Communications Incorporated

ARS
Air Traffic System Requirements (organization)

ARTCC
Air Route Traffic Control Center

ASE
Application Service Element

AT

Air Traffic
ATCSCC
Air Traffic Control System Command Center

ATN
Aeronautical Telecommunications Network

ATNSI
ATN Systems Incorporated

AUA
Air Traffic Systems Development (organization)

BIS
Boundary Intermediate System

CAA
Civil Aviation Authority

CERAP
Combined Center Radar Approach Control
CMA
Context Management Application

CMISE
Common Management Information Service Element
CPDLC
Controller to Pilot Data Link Communications
DLAP
Data Link Application Processor

DSR
Display System Replacement

FAA
Federal Aviation Administration

FCAPS
Fault, Configuration, Accounting, Performance, and Security (Management)

FTI
FAA Telecommunications Infrastructure
GA
General Aviation
G/G
ground to ground

GMCC
General NAS Maintenance Control Center

HID
Host Interface Device
HNL
HID NAS LAN
IP

Internet Protocol

IS

Intermediate System

LAN
Local Area Network

MCC
Maintenance Control Center

MPS
Maintenance Processor System

NADIN
National Airspace Data Interchange Network

NAS
National Airspace System

NEXCOM
Next Generation A/G Communications System

NIMS
NAS Infrastructure Management System

NNCC
National Network Control Center

NOCC
National Operations Control Center

NSM
Network and System Management (for HID NAS LAN)

OCC
Operations Control Center

OSI
Open System Interconnection

O&M
Operations and Maintenance

RO
Regional Office
RMM
Remote Maintenance Monitoring
SARPS
Standards and Recommended Practices
SLA
Service Level Agreement

SMO
System Management Office

SOC
Service Operations Center

SSC
Service Support Center
TCP
Transmission Control Protocol

TRACON
Terminal Radar Approach Control

VDL
VHF Digital Link
VHF
Very High Frequency

WC
Work Center
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� 	In this paper, NADIN will refer to the newer NADIN II packet switched network.  There is also a NADIN IA message switched network that is owned and operated by the FAA.  


� 	The current CMA software is being designed so as to be easily portable onto stand-alone CMA processor(s) in the later CPDLC Builds.


� 	At present, in the absence of the OCCs, the AOS organization works directly with the Maintenance Control Centers to implement the changes.  When the OCCs are introduced, they will be responsible for the status of the service and service changes.  These conceptual details are still being worked out by AF.


� 	In this document, the term 'he" is used to imply an AF specialist without regard to the gender.  This is expected to avoid the more awkward usage of "he/she" or alternately using he and she throughout the document.


� 	The existing Maintenance Processor System or the ARTCC MCC program could also integrate these functions but to a very limited extent.  These legacy management systems were not designed for service management originally and any major additional management application software modification is on hold until the NIMS program is replanned.
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