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Foreword�tc “Foreword”�


This report was prepared by Special Committee (SC-162) and approved by the RTCA Technical Management Committee (TMC) on mmm dd, yy.





RTCA, Incorporated is a not-for-profit corporation formed to advance the art and science of aviation and aviation electronic systems for the benefit of the public.  The organization functions as a Federal Advisory Committee and develops consensus based recommendations on contempo�rary aviation issues.  RTCA’s objectives include but are not limited to:





coalescing aviation system user and provider technical requirements in a manner that helps government and industry meet their mutual objectives and responsibilities;





analyzing and recommending solutions to the system technical issues that aviation faces as it continues to pursue increased safety, system capacity and efficiency;





developing consensus on the application of pertinent technology to fulfill user and provider requirements, including development of minimum operational performance standards for electronic systems and equipment that support aviation; and





assisting in developing the appropriate technical material upon which positions for the International Civil Aviation Organization and the International Telecommunication Un�ion and other appropriate international organizations can be based.





The organization’s recommendations are often used as the basis for government and private sector decisions as well as the foundation for many Federal Aviation Administration Technical Standard Orders.





Since RTCA is not an official agency of the United States Government, its recommendations may not be regarded as statements of official government policy unless so enunciated by the U.S. government organization or agency having statutory jurisdiction over any matters to which the recommendations relate.


�ADVANCE \R 36.0�


�
�ADVANCE \Y 329.5�This page intentionally left blank.


�
TABLE OF CONTENTS� TC Table of Contents�


� TOC \o "1-6" \t "Head_appdx 1,1,Head_appdx 2,2,Head_appdx 3,3" �1. PURPOSE AND SCOPE	� GOTOBUTTON _Toc377206649  � PAGEREF _Toc377206649 �11��


1.1 Introduction	� GOTOBUTTON _Toc377206650  � PAGEREF _Toc377206650 �11��


1.2 Purpose	� GOTOBUTTON _Toc377206651  � PAGEREF _Toc377206651 �11��


1.3 Scope	� GOTOBUTTON _Toc377206652  � PAGEREF _Toc377206652 �22��


1.4 Relationship to Other Documents	� GOTOBUTTON _Toc377206653  � PAGEREF _Toc377206653 �33��


1.5 How to Use This Document	� GOTOBUTTON _Toc377206654  � PAGEREF _Toc377206654 �33��


1.6 Document Overview	� GOTOBUTTON _Toc377206655  � PAGEREF _Toc377206655 �44��


2. REQUIREMENTS	� GOTOBUTTON _Toc377206656  � PAGEREF _Toc377206656 �55��


2.1 Introduction	� GOTOBUTTON _Toc377206657  � PAGEREF _Toc377206657 �55��


2.2 Functional Requirements	� GOTOBUTTON _Toc377206658  � PAGEREF _Toc377206658 �55��


2.3 Interoperability Requirements	� GOTOBUTTON _Toc377206659  � PAGEREF _Toc377206659 �66��


2.4 Performance Requirements	� GOTOBUTTON _Toc377206660  � PAGEREF _Toc377206660 �66��


2.5 Environmental Requirements	� GOTOBUTTON _Toc377206661  � PAGEREF _Toc377206661 �910��


3. QUALIFICATION	� GOTOBUTTON _Toc377206662  � PAGEREF _Toc377206662 �1111��


3.1 Objectives	� GOTOBUTTON _Toc377206663  � PAGEREF _Toc377206663 �1111��


3.2 Conformance Testing	� GOTOBUTTON _Toc377206664  � PAGEREF _Toc377206664 �1212��


3.3 Interoperability Qualification	� GOTOBUTTON _Toc377206665  � PAGEREF _Toc377206665 �1313��


3.4 Performance Testing	� GOTOBUTTON _Toc377206666  � PAGEREF _Toc377206666 �1515��


3.4.1 Test Configurations	� GOTOBUTTON _Toc377206667  � PAGEREF _Toc377206667 �1515��


3.4.1.1 Configuration 1	� GOTOBUTTON _Toc377206668  � PAGEREF _Toc377206668 �1515��


3.4.1.2 Configuration 2	� GOTOBUTTON _Toc377206669  � PAGEREF _Toc377206669 �1616��


3.4.1.3 Configuration 3	� GOTOBUTTON _Toc377206670  � PAGEREF _Toc377206670 �1717��


3.4.1.4 Configuration 4	� GOTOBUTTON _Toc377206671  � PAGEREF _Toc377206671 �1818��


3.4.2 Test Cases	� GOTOBUTTON _Toc377206672  � PAGEREF _Toc377206672 �1919��


3.4.2.1 Minimum Number of Packets Processed per Second (MinPps).	� GOTOBUTTON _Toc377206673  � PAGEREF _Toc377206673 �1919��


3.4.2.1.1 IUT is an End System	� GOTOBUTTON _Toc377206674  � PAGEREF _Toc377206674 �1919��


3.4.2.1.1.1 IUT is the Sending End System	� GOTOBUTTON _Toc377206675  � PAGEREF _Toc377206675 �1919��


3.4.2.1.1.2 IUT is the Receiving End System	� GOTOBUTTON _Toc377206676  � PAGEREF _Toc377206676 �1920��


3.4.2.1.2 IUT is an Intermediate System	� GOTOBUTTON _Toc377206677  � PAGEREF _Toc377206677 �2020��


3.4.2.2 CLNP NPDU Size Supported at Minimum (ClnpNpduSize)	� GOTOBUTTON _Toc377206678  � PAGEREF _Toc377206678 �2121��


3.4.2.2.1 IUT is the Sending End System	� GOTOBUTTON _Toc377206679  � PAGEREF _Toc377206679 �2121��


3.4.2.2.2 IUT is the Receiving End System	� GOTOBUTTON _Toc377206680  � PAGEREF _Toc377206680 �2122��


3.4.2.2.3 IUT is the Intermediate System	� GOTOBUTTON _Toc377206681  � PAGEREF _Toc377206681 �2222��


3.4.2.3 User Data Size Supported at Minimum (UserDataSize)	� GOTOBUTTON _Toc377206682  � PAGEREF _Toc377206682 �2222��


3.4.2.3.1 IUT is the Sending End System	� GOTOBUTTON _Toc377206683  � PAGEREF _Toc377206683 �2222��


3.4.2.3.2 IUT is the Receiving End System	� GOTOBUTTON _Toc377206684  � PAGEREF _Toc377206684 �2223��


3.4.2.3.3 IUT is both End System and Intermediate System	� GOTOBUTTON _Toc377206685  � PAGEREF _Toc377206685 �Error! Bookmark not defined.23��


3.4.2.4 Time to Update RIBs and FIBs (MaxUpdateTime)	� GOTOBUTTON _Toc377206686  � PAGEREF _Toc377206686 �23��


3.4.2.4.1 IUT is an IDRP Boundary Intermediate System (BIS)	� GOTOBUTTON _Toc377206687  � PAGEREF _Toc377206687 �23��


3.4.2.4.1.1 New Routes are Added	� GOTOBUTTON _Toc377206688  � PAGEREF _Toc377206688 �23��


3.4.2.4.1.2 Existing Routes are Deleted	� GOTOBUTTON _Toc377206689  � PAGEREF _Toc377206689 �24��


3.4.2.4.1.3 Occurrence of a Leave Event	� GOTOBUTTON _Toc377206690  � PAGEREF _Toc377206690 �24��


3.4.2.4.2 IUT is an ES�IS Level 1 Router	� GOTOBUTTON _Toc377206691  � PAGEREF _Toc377206691 �25��


3.4.2.4.3 IUT is an ES�IS End System	� GOTOBUTTON _Toc377206692  � PAGEREF _Toc377206692 �26��


3.4.2.5 Minimum Number of Routes Supported (MinNumRoutes)	� GOTOBUTTON _Toc377206693  � PAGEREF _Toc377206693 �26��


3.4.2.5.1 IUT is a BIS	� GOTOBUTTON _Toc377206694  � PAGEREF _Toc377206694 �26��


3.4.2.5.2 IUT is a BIS as well as an ES�IS Router	� GOTOBUTTON _Toc377206695  � PAGEREF _Toc377206695 �26��


3.4.2.5.3 IUT is an End System	� GOTOBUTTON _Toc377206696  � PAGEREF _Toc377206696 �27��


3.4.2.6 Minimum Number of Ground BISs Supported Concurrently (MinGndBISs)	� GOTOBUTTON _Toc377206697  � PAGEREF _Toc377206697 �27��


3.4.2.7 Minimum Number of ACSE Associations Supported Concurrently (MinAssocs)	� GOTOBUTTON _Toc377206698  � PAGEREF _Toc377206698 �27��


3.4.2.8 Minimum Number of SVCs Supported Concurrently (MinSVCs)	� GOTOBUTTON _Toc377206699  � PAGEREF _Toc377206699 �27��


3.4.2.9 System Availability	� GOTOBUTTON _Toc377206700  � PAGEREF _Toc377206700 �27��


3.4.2.10 Data Integrity	� GOTOBUTTON _Toc377206701  � PAGEREF _Toc377206701 �28��


3.5 System Testing	� GOTOBUTTON _Toc377206702  � PAGEREF _Toc377206702 �28��


3.5.1 Integration in the Host Computer	� GOTOBUTTON _Toc377206703  � PAGEREF _Toc377206703 �28��


3.5.2 Integration with Other Software	� GOTOBUTTON _Toc377206704  � PAGEREF _Toc377206704 �29��


3.5.3 Integration with Other Avionics	� GOTOBUTTON _Toc377206705  � PAGEREF _Toc377206705 �29��


3.5.4 Network Integration	� GOTOBUTTON _Toc377206706  � PAGEREF _Toc377206706 �29��


APPENDIX A OSI TESTING	� GOTOBUTTON _Toc377206707  � PAGEREF _Toc377206707 �31��


A.1 Introduction	� GOTOBUTTON _Toc377206708  � PAGEREF _Toc377206708 �31��


A.2 Test Suite Structure	� GOTOBUTTON _Toc377206709  � PAGEREF _Toc377206709 �33��


A.3 GOSIP Registers	� GOTOBUTTON _Toc377206710  � PAGEREF _Toc377206710 �35��


APPENDIX B — GLOSSARY/ACRONYMS	� GOTOBUTTON _Toc377206711  � PAGEREF _Toc377206711 �37��


APPENDIX C DERIVATION OF PERFORMANCE REQUIREMENTS	� GOTOBUTTON _Toc377206712  � PAGEREF _Toc377206712 �47��


C.1 Traffic Model Used to Determine Minimum Number of Packets Per Second (Intermediate System and End System)	� GOTOBUTTON _Toc377206713  � PAGEREF _Toc377206713 �47��


C.2 The Largest Message Size	� GOTOBUTTON _Toc377206714  � PAGEREF _Toc377206714 �49��


APPENDIX D.  MEMBERSHIP LIST	� GOTOBUTTON _Toc377206715  � PAGEREF _Toc377206715 �50��


APPENDIX E. DOCUMENT IMPROVEMENT SUGGESTION FORM	� GOTOBUTTON _Toc377206716  � PAGEREF _Toc377206716 �53��


�Table of Figures


� TOC \c "Figure" �Figure 1-1.  Scope of the ATN Avionics MOPS	� GOTOBUTTON _Toc377206717  � PAGEREF _Toc377206717 �22��


Figure 3-1.  Typical Configuration for OSI Conformance Testing.	� GOTOBUTTON _Toc377206718  � PAGEREF _Toc377206718 �1313��


Figure 3-2.  Test Network Topology 1	� GOTOBUTTON _Toc377206719  � PAGEREF _Toc377206719 �1515��


Figure 3-3.  Test Network Topology 2	� GOTOBUTTON _Toc377206720  � PAGEREF _Toc377206720 �1616��


Figure 3-4.  Test Network Topology 3	� GOTOBUTTON _Toc377206721  � PAGEREF _Toc377206721 �1717��


Figure 3-5.  Test Network Topology 4	� GOTOBUTTON _Toc377206722  � PAGEREF _Toc377206722 �1818��


�� TOC \c "Figure C-" �Figure A-1 .  ACSE test suite structure (source: ISO/IEC 10169 1:1991)	� GOTOBUTTON _Toc377206723  � PAGEREF _Toc377206723 �3133��


Figure A-2.  OSI Conformance Testing Process	� GOTOBUTTON _Toc377206724  � PAGEREF _Toc377206724 �3335��


�


Tables


� TOC \c "Table" �Table 2-1.  Minimum Performance Requirements for Avionics Intermediate System and End System	� GOTOBUTTON _Toc377205756  � PAGEREF _Toc377205756 �66��


�� TOC \c "Table C-" �Table C-1.  Data Link Traffic Model Projected for Year 2015 - Per Aircraft	� GOTOBUTTON _Toc377205784  � PAGEREF _Toc377205784 �4547��


Table C-2.  Projected Number of Data Link Equipped Aircraft	� GOTOBUTTON _Toc377205785  � PAGEREF _Toc377205785 �4648��


�


�
PURPOSE AND SCOPE


Introduction


The international aviation community is planning to use distributed data applica�tions to:


1.	deliver Air Traffic Services (ATS) to aircraft,


2.	exchange air traffic management information between fixed-based ATS facilities on the ground, and


3.	control the movement of aircraft and vehicles operating on airport sur�faces.





Such capabilities are to be realized as separate application processes (APs) resident in computers installed in aircraft, in fixed-based facilities, and in other mobile vehicles.  Additional applications such as Aeronautical Operational Control (AOC) and Airline Administrative Communication (AAC) may be distrib�uted to applica�tions using an Aeronautical Telecommunication Network (ATN) router.  These applications are permitted as long as they do not adversely affect the satisfaction of requirements for applications involving safety and regu�larity of flight.


To maximize the opportunities for interoperability between such a diverse collec�tion of computers and resident APs, it is necessary to base their interactions on a family of standard data communication protocols and application specific stan�dards.  The family of protocols selected for this purpose have come from a much larger library of standards administered by the International Organization for Stan�dardization (ISO).  The profiling of these standards for use by the various civil aviation authorities worldwide was initiated jointly by the Airlines Electronic En�gineering Committee (AEEC), RTCA, Inc. and other bodies for civil aviation.  Many of the responsibilities of these organizations with regard to defining standards concerning the delivery of Air Traffic Services (ATS) and Flight Information Services (FIS) have since been assumed by the In�ternational Civil Aviation Organization (ICAO).


The resulting data communications architecture is designed to facilitate the gradual implementation of a worldwide network referred to as the Aeronautical Telecom�munication Network (ATN).


Purpose


The purpose of this document is to provide MOPS for ATN functions for aircraft systems and equipment to show that the function performs as intended and not produce unacceptable risks through their various failure modes.  These standards are in the form of:


1.	Performance requirements for ATN functions.


2.	Qualification criteria for demonstrating those performance requirements


3.	Descriptions of the evidence that indicate that the performance objec�tives have been satisfied.





Scope


The scope of this MOPS concentrates on ATN communications services functions embedded in systems and equipment used on aircraft, as specified in Sub-volumes 4 and 5 of the ATN SARPs.  In discussing the ATN functions, distributed data applications and supporting subnetworks are described in order to understand the relationships of the ATN functions to other parts of the data network distrib�uted data applications.  This document does not provide MOPS for subnetworks, dis�tributed data applications, or for other parts of the data network that are exter�nal to the aircraft.  Figure 1�1 illustrates the scope of this document in the context of the aircraft data link system and applications.  Additional information is avail�able in the Aeronautical Telecommunication Network (ATN) Planning and Implementation Guide.


�


Figure � STYLEREF 1 \n �11�-� SEQ Figure \* ARABIC \r 1 �11�.  Scope of the ATN Avionics MOPS





Performance objectives, qualification and evidence are discussed relative to air�worthiness. Operational aspects of the resulting functionality are not discussed. For example, the criteria for using ATN functions to support distributed data applica�tions and their operational use are beyond the scope of this document.  However, the performance demonstrated for airworthiness approval will support the opera�tional authorization to use distributed data applications.


This MOPS provides a set of guidelines that contribute to satisfying the require�ments for airworthiness approval of ATN functions.  Other documents provide guidelines for other aspects of the airworthiness approval process, such as the safety assessment, validation, and design assurance.  For example, RTCA/DO�178B, “Software Considerations for Airborne Systems and Equipment Certification,” provides guidelines for software design assurance (i.e., ensuring that software satisfies its requirements).


This MOPS is not typical of traditional MOPS documents in the following ways:


1.	The performance of air-ground distributed applications is in large part dependent upon systems and networks outside the scope of the aircraft certification process.


2.	The functions covered by the MOPS can be incorporated in a wide vari�ety of hardware and subnetwork configurations onboard an aircraft.


3.	The definition of the ATN is determined by ICAO, and is included in this MOPS by reference.





Relationship to Other Documents


Because of the high degree of interaction between aircraft systems and ground-based systems located throughout the world, this MOPS relies on the definition of the ATN provided by ICAO Standards and Recommended Practices (SARPs) and ISO standards.


This document provides MOPS for ATN communications services functions, which rely on a variety of sub�networks and support distributed data applications.  Other RTCA documents are available or in the process of being developed to pro�vide MOPS for distributed data applications and subnetworks.


How to Use This Document


Although specifically written as advice to the U. S. Federal Aviation Administra�tion, this document is intended to be used by the international aviation community. To aid such use, references to specific national regulations and procedures are minimized.  Instead, generic terms are used.  For example, the term “certification authority” is used to mean the organization or person granting approval on behalf of the country responsible for aircraft certification.  Where a second country or a group of coun�tries validates or participates in this certification, this document may be used with due rec�ognition given to bilateral agreements or memoranda of understanding between the coun�tries involved.


In cases where examples are used to indicate how the guidelines might be applied, either graphically or through narrative, the examples are not to be interpreted as the preferred method.


A list of items does not imply the list is all-inclusive.


Notes are used in this document to provide explanatory material, emphasize a point, or draw attention to related items that are not entirely within context.  Notes do not contain guidance.


Document Overview


Section 2 of this MOPS expresses the requirements for airborne and air-ground ATN systems.  To the fullest extent possible, compliance to the ATN SARPs and interoperability with ATN-compliant systems is specified by reference to ICAO SARPs and other international standards.  This section also imposes other requirements beyond those of the SARPs.  Section 3 describes the means of quali�fication by providing an overview of the testing process and listing detailed tests.  In general, this consists of references to commonly available test suites, but where no test suite is available, the specific test procedures are identified.


Unlike some other MOPS, this document does not include Sections 5 and 6, which would detail qualification of installed performance and environmental require�ments.  Avionics subsystems that are covered by this MOPS are likely to be im�plemented in software that is combined with other subsystems in a hardware im�plementation.  As such, this type of qualification is deemed beyond the scope of this MOPS.


Explanatory text is included to aid the reader in understanding the topic under dis�cussion. This document recognizes that the guidelines herein are not mandated by law, but represent a consensus of the aviation community.  For this reason, the use of words such as “shall” and “must” is avoided.  However, alternatives to the methods described herein should be negotiated prior to their use in accordance with the procedures defined by the certification authority.


Ap�pendix A of this document describes the ISO conformity assessment process and lists standards applicable to ATN protocols and their test�ing; although the ISO con�formity assessment process is not prescribed by this MOPS, readers should be aware of these processes as they are commonly used in verifying OSI implementa�tions.  Ap�pendix B is an acronym list and glossary of the terms used in this document.  Ap�pendix C documents the derivation of the performance requirements that are speci�fied in Section 2.


Please use the Document Improvement Suggestion Form, Appendix E, to submit comments on this document.


�
REQUIREMENTS


Introduction


Avionics that conform to the requirements of the ATN will implement a number of different communication functions, which have been standardized by ICAO.  The details of these functions are specified in the current Amendment of ICAO Annex 10, as modified by appropriate ICAO configuration change documents.  In addition to those functions specified in ICAO documents, the avionics will implement sup�porting functionality, such as control, display, annunciation, and built-in-test, which are necessary to turn the communication functions into useful tools for the flight crew.


The functions of the ATN are large and complex, requiring significant ongoing de�velopment to ensure worldwide interoperability of the airborne and ground-based functions.  The developers of these functions anticipate that defects will be found and improvements will be proposed for at least the first few years of ATN service.  There is not currently a means to publish updates of ICAO specifications that will be timely enough to meet the anticipate maturity growth.  The ICAO configuration change documents mentioned above are intended to represent whatever means is devised by ICAO to track and publicize the current accepted configuration of the ATN functions.


The configuration for the ATN functions required by these MOPS is the current ICAO configuration at the time of development.  It is incumbent on the ICAO to develop such a configuration management system and it is incumbent on the appli�cant to ensure conformance with the current ATN configuration.  Until such time as the ATN SARPs are first published in Annex 10 that configuration will be based on draft documentation and approved corrections to reported defects.  Subse�quently, the configuration will be based on the current Annex 10 Amendment and the approved corrections to reported defects of that Amendment.


Functional Requirements


There are two classes of ATN avionics covered by these MOPS.  The first is the ATN Intermediate System (IS), which performs routing and relaying functions.  The second is the ATN End System (ES), which hosts the ATN applications and supporting communication services.  A real avionics configuration may be a com�bination of an ES and an IS.  For instance, a Communications Management Unit would host the IS functions of routing and relaying but might also host ES func�tions such as a Network Management application or perhaps even Air Traffic Service applications plus their supporting ATN functions.


The applicant documents the specific configuration of IS and ES functions and documents functional traceability to the appropriate sections of the ATN SARPs.  The requirements for the functions consist of not only the ATN Protocol Require�ments Lists (APRLs) but also all of the related requirements in the other sections of the SARPs.


Interoperability Requirements


The key characteristic of a communication function is the capability to interoperate with a peer function, typically developed and operated by different parties than the developer and operator of the function under consideration.  In order to ensure in�teroperability, the functions must be clearly and unambiguously specified, pre�cisely built to those specifications, and tested to ensure that the implementation will work with all peers with which it must interoperate during operational use un�der all circumstances.


As a minimum, an airborne router must be shown to interoperate with representa�tive air/ground routers over all air/ground subnetworks for which it has been de�signed to operate.  Airborne applications must be shown to interoperate with repre�sentative ground application peers.  The choice of representative peers for routers and applications will be documented in the certification plan and subject to ap�proval by the certification agency.  Representative peers may consist of operational systems or they may be testbeds that have been previously shown to adequately represent operational systems or a combination of both. 


Performance Requirements


� REF _Ref377205449 \* MERGEFORMAT �Table 2-1Table 22-11� summarizes performance requirements for various ATN attributes. 


Table � STYLEREF 1 \n �22�-� SEQ Table \* ARABIC \r 1 �11�.  Minimum Performance Requirements for Avionics Intermediate System and End System





Performance Attribute�
Unit of Measure�
System Type�
�
�
�
Intermediate System (IS)�
End System (ES)�
�
Minimum number of packets processed per second(1) (MinPps)�
128-octet Packets(2) per Second.�
10(3)�
10(4)�
�
CLNP NPDU size supported by Network layer, at minimum(5) (ClnpPduSize)�
Octets�
1024(6)�
1024(6)�
�
User data size supported by Transport layer (TP4), at minimum(5) (UserDataSize)�
Octets�
N/A�
20000(7)�
�
Time to update RIB and FIB(8) (MaxUpdateTime)�
Seconds�
1�
1(9)�
�
Minimum number of routes to be supported(10) (MinNumRoutes)�
Routes�
50�
50�
�
Minimum number of ground BISs supported concurrently (MinGndBISs)�
Ground BISs�
4�
N/A�
�
Minimum number of ACSE associations supported concur�rently (MinAssocs)�
ACSE Associations�
N/A�
13(11)�
�
Minimum number of SVCs supported concurrently (MinSVCs)�
ISO 8208 SVCs�
15(12)�
N/A�
�



Notes for � REF _Ref365717519 \* MERGEFORMAT �Table Table �:





1.	The term packet refers to the Network layer message that is transiting the network.  The term packet and Network Protocol Data Unit (NPDU) may be used interchangeably.  There are multiple protocol layers participating in the processing of a packet.  For an Intermediate System, these layers include Physical layer, Link layer, Network layer.  For an End System or a combined ES-IS, these layers include the lower and upper layers.  The number of packets per second is observable from a black-box standpoint, but the lowest two layers are outside the scope of this MOPS.  However, this measurement is a crucial indicator of the performance of an Intermediate System, as well as an End System.  Therefore, if a system does not meet the speci�fied number of packets per second, the whole system is at fault, not nec�essarily the Network layer (for an IS) or the Network layer and upper layers (for an ES or a combined ES-IS).





2.	This is the standard CLNP NPDU size used in OSI performance meas�urement (refer to ISO/IEC 8348).  The size includes user data and pro�tocol headers of Upper layers and Network layer.  Link layer header is not included in the specified size.





3.	The number of 128-octet CLNP NPDUs relayed by the Intermediate System per second.  The processing involves receiving the packet off the network, passing the packet through all three lower layers, making rout�ing decision, and forwarding the packet to the next hop in the net�work.  The specified performance takes into account the capability of the In�termediate System to handle bursty traffic in a short duration.





4. 	The number of 128-octet NPDUs (downlink and uplink) processed by the End System per second.  For both downlink and uplink, the processing involves the passing of the message through all layers of the protocol stack, but does not involve the processing of the application users.  The specified performance takes into account the capability of the End Sys�tem to handle bursty traffic in a short duration.





5.	The system is required to support the specified packet/message size at minimum.  This does not preclude the system from supporting larger sizes. 





6. 	The NPDU size of 1024 is specified based on the standard packet size of 1024 of the VDL Mode 2 as defined in the VDL SARPs.  Implementor should note that the exact NPDU size will be 1024 less the header of the ISO 8208 (i.e., 3 octets).  This required supported size doesn’t preclude the optional support of larger NPDU sizes which may be desired for on�board communications on high bandwidth LAN.





7.	This user data size is an estimate based on the largest CPDLC route clearance message. This type of message is not typical for air-ground communications.





8.	This is the requirement on the Network layer.  For an Intermediate Sys�tem, if IDRP is implemented, this is the required RIB/FIB update time when a new route is advertised (FIBs are updated only if the newly ad�vertised route is a better one), or when a route is deleted (i.e., by means of IDRP or when a leave event is triggered by the subnetwork).  The re�quired update time is per RIB/FIB entry, which is assumed to corre�spond to one route.  If IDRP is not implemented in the Intermediate System, this is the FIB update time when the leave event is received.  For an End System, see note 11.





9.	For an End System, if ES�IS (ISO 9542) protocol is used, this is the up�date time when a new End System or Intermediate System becomes available and is detected by the local system via ISH or ESH NPDU mechanism.





10.	A route is represented as a RIB or FIB entry. Refer to ISO/IEC 10747 for the definition of routes. For an End System (with ES�IS protocol), a route is a unit of information that pairs destination(s) with a path, where path can be another End System or an Intermediate System.  





11.	The minimum number of ACSE associations is calculated as follows: 





CMA: 	4 (one connection for each FIR)


ADS:	5 (4 ATC connections and 1 AOC connection)


AOC:	1 


CPDLC: 	2 (CPDLC typically requires 1 connection. The extra connection is needed only for hand-off).


FIS:	1





12.	The minimum number of SVCs is specified based on the requirement that at minimum the Intermediate System should support 1 SVC per 1 ATN priority level.  This does not preclude the system from allocating extra SVCs for high priority messages when the existing SVC for that priority level is not sufficient (due to, for example, out of buffer resource or queue overflow, depending on implementation).  The specified number of SVCs is independent of the type of subnetwork.





Environmental Requirements


The functionality is hosted in a generalized airborne computer.  Therefore, this MOPS does not address environmental requirements, as the requirements will be inherited from the host environment.


�
Qualification


Objectives


The objective of qualification is to verify that the implementation has met the re�quire�ments for the specified system.  Qualification is performed by testing, analy�sis, and inspection.  Qualification is a necessary step in approving ATN com�po�nents for con�nection to the network and for airworthiness approval of ATN avi�onics.


The objective of qualification of functional requirements is to verify that the im�plementation has met the functional requirements for the specified system, as pre�scribed in Section � REF _Ref368292365 \n �2.22.2�.  The applicant must provide evidence that each applicable requirement has been satisfied.  This can be accomplished via the software verifi�cation process defined in RTCA/DO�178B (if the system safety assessment deter�mines the level of the software is A, B, or C).  To ensure conformance to the ICAO SARPs, the software requirements for the avionics end systems and intermediate systems should reference the applicable ATN Protocol Requirements Lists (APRLs) in the SARPs.  The applicant is responsible for determining the qualifi�cation approach, which must prove that each applicable requirement has been sat�isfied. 


One possible approach for qualification is based on the use of the con�formity as�sessment processes established by the International Organization for Standardiza�tion/International Electrotechnical Commission (ISO/IEC) Joint Technical Com�mit�tee 1 (JTC�1).  These processes use the ISO Abstract Test Suites (ATSs) and associated Means of Testing (MOTs) for the protocols and are internationally rec�ognized.  Table C-1 identifies ATSs that should be used to qual�ify the implemen�tation for conformance to OSI standards.


Four categories of testing documented in ISO 9646 are applicable to the ATN en�vi�ronment:


1.	OSI Conformance Testing.  Conformance testing involves testing both the capabilities and behavior of an implementation, and checking the ob�served results against the conformance requirements in the relevant In�ternational Standards or profiles.


2.	ATN Interoperability Testing:  Interoperability testing duplicates the “real life” environment in which an implementation will be used with either a reference system or a system already approved for connection to the ATN.


3.	Performance Testing:  Performance testing measures whether an imple�mentation satisfies the performance requirements of the user’s intended applications.


4.	Functional Testing:  Functional testing may be used to determine the extent to which an implementation meets the user functional require�ments.  In this case, functional testing is used to verify that the non�protocol requirements of the communications subsystem are satis�fied.





This combination of categories can also be characterized as verifying:


1.	Implementation’s protocol behavior is valid;


2.	Implementation interoperates with other parts of the network; and


3.	Implementation performs the required functions within specified re�source constraints.





Refer to Appendix A for additional information on ISO conformity assessment.


Conformance Testing


Conformance testing involves testing both the capabilities and behavior of an im�plementation and checking the observed results against the conformance require�ments in the relevant standards and profiles, and against the implementation ca�pabilities stated by the implementor.  In effect, the purpose of conformance testing is to verify the satisfaction of all “shall”s in the SARPs.


For any given implementation of OSI protocols, conformance testing may be ob�viated if the developer has received a compliance certificate from an accredited test�ing agency.  This has the potential for reducing the costs from redundant testing, and also reducing the cost of the MOPS process.  The presence of a certifi�cate indicates only that the implementation complies with OSI conformance testing requirements; other testing is still required.


Note:	A conformance certificate only applies to a single implementation, that is, a specific version of the networking implementation running on a platform com�prising a specific operating system and hardware (but possibly different models).  If the software is rehosted into a new platform, it is not covered by the confor�mance certificate.


Within the context of the ATN Avionics MOPS, implementations may be certified for conformance to the applicable OSI protocol profiles defined in the SARPs by OSI conformance testing that has been accredited by the National Vol�untary Laboratory Accreditation Program (in the United States) or a comparable national accreditation authority (e.g., the European Committee for IT Testing and Certification (ECITTC).


In those cases where the SARPs Profile Requirements Lists (PRLs) do not corre�spond identically to an International Standardized Profile for which a Means of Testing exists, the constraints of the Profile RL are used to select the relevant tests from the test suite.


In general, the ATN specifications are based on PRLs which select only the neces�sary options from base standards (or International Standardized Profiles, ISPs).  Therefore, it is not likely that an implementation will need to satisfy all the re�quirements that have been specified for a full implementation of the protocol at any given layer.  This may help reduce the costs of a system, as well as the effort needed to test the conformance of the system. 


� REF _Ref374331309 \* MERGEFORMAT �Figure 3-1Figure 33-11� shows the relationship of the System Under Test (SUT) to the test re�sponder.  Test drivers and test responders will serve to exercise the roles normally performed by the two end systems.


�


Figure � STYLEREF 1 \n �33�-� SEQ Figure \* ARABIC \r 1 �11�.  Typical Configuration for OSI Conformance Testing.


Implemnentors should be familiar with OSI conformity assessment, as specified in ISO/IEC 9646


Interoperability Qualification


Any avionics under test (AUT) shall demonstrate interoperability with at least one independently developed, operationally equivalent peer.


Interoperability qualification (i.e., testing) emulates the real life conditions under which the product will be operated.  Interoperability testing provides evi�dence that a specific product can be made to interwork effectively with another product implementing the same specifications.  It is desirable  to duplicate as closely as possible the environment in which the product will be used before product accep�tance is completed.  In general, interoperability testing detects configuration op�tions that are set in an incompatible manner.  Such errors are relatively easy to overcome.


An interoperability test plan must specify the following for this qualification test�ing:


1.	The test suites and test tools to be used for the interoperability testing, including hardware and software versions and components;


2.	A detailed description of planned test scenarios to be run between im�plementations in the inter�operability testing, including the results ex�pected; and


3.	Criteria for passing or failing the testing.





Although interoperability tests are not based directly on international standards (such as the abstract test suite [ATS] included with an OSI protocol specification), there are a growing number of accepted interoperability tests, including tests listed on National Institute of Standards and Technology (NIST) registers.


Avionics or avionics code implementing one or more ATN router internet service or end system communication service functions can demonstrate interoperability by being subjected to at least one acceptable, independently developed interoperability test suite.  A interoper�ability test suite is defined as an exhaustive series of test operations run using an operational, ground based platform of real ATN application(s) or application stubs, real infrastructure and real subnetwork(s) sufficient to exercise all relevant appli�cation, infrastructure and subnetwork capabilities inherent in the avionics under test (AUT).


Note 1:  It is acknowledged that interoperability qualification may be accom�plished in an increasingly more complex series of test environment scenarios (e.g., simulated vs. real air/ground subnetworks), however, detailing all permutations of possible interim test scenarios was not deemed necessary for these MOPS.


Any interoperability test suite platform should in�clude or be linked to fully functional and operational air/ground subnetwork facili�ties such as satellite data-3 and VHF Data Link (VDL), etc.  Simulation of real air/ground subnetwork facilities is not acceptable in the final analysis.


Any certification authority approved interoperability test suite platform includes the ability to drive the end system communication service facility using either real ATN applications, or application stubs that adequately exercise the entire range of applications use of communications services.


Having established the hardware and software interoperability qualification (i.e., test) environment, each applicable layer of functionality (e.g., SNDCF, CLNP, IDRP, ES-IS, TP4, FastByte, ACSE, Dialogue Service, etc.) is tested to demon�strate interoperability with its operationally equivalent peer(s). Test scripts and test scenarios should be written describing the actions to be taken, the results expected, and the criteria for passing or failing.


Performance Testing


The test procedures and test cases in this section are considered as a satisfactory method of verifying that ATN avionics meet the performance requirements speci�fied in � REF _Ref377205449 \* MERGEFORMAT �Table 22-11Table 22-11�.  However, it is recognized that alternative means of qualification exist and may be preferred; in this case, the test procedures or test cases herein will serve as guidelines to determine the acceptability of the alternative means.


Test Configurations


Configuration 1





�


Figure � STYLEREF 1 \n �33�-� SEQ Figure \* ARABIC �22�.  Test Network Topology 1


Test Network. The network topology is as depicted in � REF _Ref374331445 \* MERGEFORMAT �Figure 33-22Figure 33-22� (Topology 1). Except for the implementation under test (IUT), the other End System may be emulated as long as interoperability with the IUT is achieved. For test cases in � REF _Ref364662770 \n �3.4.2.13.4.2.1� (Minimum Number of Packets Processed Per Second), the subnetwork must have high data rate (for example Ethernet or FDDI) in order to transmit a large number of packets in a timely manner.


A bus analyzer (or LAN analyzer) is connected to the subnetwork to observe the transmitted data frames.


Test Setup. Using the network in � REF _Ref374331445 \* MERGEFORMAT �Figure 33-22Figure 33-22�, the following test setup (in the specified order) is required:


Step 1. The two End Systems exchange their SNPA addresses via ES�IS protocol or static configuration.


Step 2. An application process is accessible on the sending End System to transmit the data; and a peer application process is accessible on the receiving End System to receive and validate the received data.


Step 3. Ten ACSE associations are established between the two End Systems. The two End Systems are in the data transfer state.  Note that the ten ACSE associa�tions are used to support test scenarios in which concurrent transmissions and re�ceipts of user data are needed to verify the system’s performance.


Configuration 2





�





Figure � STYLEREF 1 \n �33�-� SEQ Figure \* ARABIC �33�.  Test Network Topology 2


Test Network. The network topology is as depicted in � REF _Ref374352940 \* MERGEFORMAT �Figure 33-33Figure 33-33� (Topology 2). Except for the IUT, the other network components may be emulated as long as in�teroperability with the IUT is achieved. For test cases in � REF _Ref364662770 \n �3.4.2.13.4.2.1� (Minimum Num�ber of Packets Processed Per Second) the subnetwork must have high data rate (for example Ethernet or FDDI) in order to transmit a large number of packets in a timely manner. Also, because this configuration is used to test the forwarding function of the Intermediate System, precaution must be taken so as to prevent the two End Systems from exchanging NPDUs directly without going through the In�termediate System. 


Bus analyzers (or LAN analyzers) are connected to the subnetworks to observe the transmitted data frames inbound for the IUT Intermediate System and outbound from the IUT Intermediate System.


Test Setup. Using the network in � REF _Ref374352940 \* MERGEFORMAT �Figure 33-33Figure 33-33�, the following test setup (in the specified order) is required:


Step 1. The two End Systems report their NSAP and SNPA addresses to the Inter�mediate System via ES�IS protocol.


Step 2. An application process is accessible on the sending End System to transmit the data; and a peer application process is accessible on the receiving End System to receive and validate the received data.


Step 3. Ten ACSE associations are established between the two End Systems. How ACSE associations map onto TP4 transport connections are outside the scope of this MOPS . The two End Systems are in the data transfer state.





Configuration 3
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Figure � STYLEREF 1 \n �33�-� SEQ Figure \* ARABIC �44�.  Test Network Topology 3





Test Network. The network topology is as depicted in � REF _Ref374341386 \* MERGEFORMAT �Figure 33-44Figure 33-44� (Topology 3). Except for the IUT, the other BISs may be emulated as long as interoperability with the IUT BIS is achieved. All BISs are external to one another.


Bus analyzers (or LAN analyzers) are connected to the subnetwork to observe the transmitted data frames.


Test Setup. Using the network in � REF _Ref374341386 \* MERGEFORMAT �Figure 33-44Figure 33-44�, the following test setup (in the specified order) is required:


Step 1. One SVC is set up between the IUT BIS and each of the other 4 BISs for a total of four SVCs. 


Step 2. Route initiations are performed between the IUT BIS and the other four BISs. 


Step 3. Four IDRP connections are established between the IUT BIS and the other four BISs. All BISs are ready to exchange route information.


Configuration 4
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Figure � STYLEREF 1 \n �33�-� SEQ Figure \* ARABIC �55�.  Test Network Topology 4


Test Network. The network topology is as depicted in � REF _Ref374330640 \* MERGEFORMAT �Figure 33-55Figure 33-55� (Topology 4). Except for the IUT, the other BISs and End Systems may be emulated as long as interoperability with the IUT BIS is achieved. All BISs are external to one another. The LAN subnetwork should facilitate the broadcast operation of the ES�IS proto�col.


Bus analyzers (or LAN analyzers) are connected to the subnetwork to observe the transmitted data frames.


Test Setup. Using the network in � REF _Ref374330640 \* MERGEFORMAT �Figure 33-55Figure 33-55�, the following test setup (in the specified order) is required:


Step 1. Four SVCs are set up between the IUT BIS and the other 4 BISs. 


Step 2. Route initiations are performed between the IUT BIS and the other  4 BISs. 


Step 3. Four IDRP connections are established between the IUT BIS and the other 4 BISs. All BISs are ready to exchange route information.


Step 4. The two End Systems report their configuration to the IUT router via ES�IS protocol.


Test Cases


Minimum Number of Packets Processed per Second (MinPps).


IUT is an End System


IUT is the Sending End System


Using test configuration 1, perform the following steps:


Step 1. On the IUT End System, generate and send 100 messages, each contains 64 octets of user data, over 10 ACSE associations, 10 messages per association. The delay between successive message generations and transmissions in the application process shall be less than 10 ms. It is assumed that 64 user octets will result in 128 octets of CLNP PDU.


Step 2a. Using the bus analyzer, verify that all 100 messages are transmitted by the IUT within (100/MinPps) seconds; or perform the alternative on step 2b.


Step 2b. On the receiving End System (which could be an emulator), verify that all 100 messages are received within (100/MinPps) seconds. 


Note: Due to the high data rate subnetwork, a link layer transit delay of 100ms can be considered between the two End Systems. This is the time needed for a packet (transmitted by the IUT) to arrive at the receiving End System, at the link layer.


If necessary, repeat step 1 and 2 above 10 times and obtain the mean packets per second (pps) of the sending IUT. The IUT is considered meeting this performance requirement if its mean pps is MinPps.


Also note that the pps depends on the queuing delay in the End System. The num�ber of 100 messages used in this test is intended to impose a reasonable queue length on the sending IUT while not creating an undue pressure on its resources. If a large number of messages are generated, for example 500 messages, then the pps will be less due to queuing delay. 


IUT is the Receiving End System


Using test configuration 1, perform the following steps:


Step 1. On the sending End System (which could be an emulator), generate and send 100 messages, each contains 64 octets of user data, over 10 ACSE associa�tions, 10 messages per association. The delay between successive message genera�tions and transmissions in the application process shall be less than 10 ms. 


Step 2. Using the bus analyzer, verify that all 100 messages are transmitted by the sending End System within (100/MinPps) seconds.


Step 3. On the receiving IUT, verify that all 100 messages are received within (100/MinPps) seconds. 


Note: Due to the high data rate subnetwork, a link layer transit delay of 100 ms can be considered between the two End Systems. This is the time needed for a packet (transmitted by the sending ES) to arrive at the receiving IUT ES, at the link layer.


If necessary, repeat step 1 and 2 above 10 times and obtain the mean pps of the re�ceiving IUT.  The IUT is considered meeting this performance requirement if its mean pps is MinPps. If the sending End System is an emulator, its pps must be at least MinPps in order to verify the receiving pps of the IUT.


Also note that the pps depends on the queuing delay in the End System. The num�ber of 100 messages used in this test is intended to impose a reasonable queue length on the receiving IUT while not creating an undue pressure on its resources. If a large number of messages are generated, for example 500 messages, then the pps will be less due to queuing delay. It is anticipated that this message load ex�ceeds the highest avionics communications requirement in the next 20 years.


IUT is an Intermediate System


Using test configuration 2, perform the following steps:


Step 1. On the sending End System, generate and send 100 messages, each con�tains 112 octets of user data, over 10 ACSE associations, 10 messages per associa�tion. The delay between successive message generations and transmissions in the application process shall be less than 10 ms. 


Step 2. Using the bus analyzer, verify that all 100 messages are transmitted by the sending End System within (100/MinPps) seconds. This step can be performed in parallel with step 3.


Step 3. Using the other bus analyzer, verify that all 100 messages are transmitted (i.e., relayed) by the IUT Intermediate System within (100/MinPps) seconds. This step can be performed in parallel with step 4.


Step 4. On the receiving End System, verify that all 100 messages are received. 


Notes: 


1.	Due to the high data rate subnetwork, a link layer transit delay of 100ms can be considered between the Intermediate System and the End System. This is the time needed for a packet (transmitted by the sending End System) to arrive at the receiving IUT Intermediate System, or (transmitted by the IUT Intermediate System) to arrive at the receiving End System, at the link layer.  


2.	If necessary, repeat step 1 and 2 above 10 times and obtain the mean pps of the IUT Intermediate System.  The IUT is considered meeting this performance requirement if its mean pps is equal to or greater than MinPps.


3.	The pps depends on the queuing delay in the Intermediate System. The number of 100 messages used in this test is intended to impose a reason�able queue length on the IUT Intermediate System while not creating an undue pressure on its resources. If a large number of messages are gen�erated, for example 500 messages, then the pps will be less due to queu�ing delay. It is anticipated that this message load exceeds the high�est avionics communications requirement in the next 20 years.





CLNP NPDU Size Supported at Minimum (ClnpNpduSize)


IUT is the Sending End System


Using test configuration 1 (with IUT as the sending End System), perform the fol�lowing steps:


Step 1. On the IUT End System, generate and send a message that contains some user data such that the outbound NPDU size will be at least ClnpNpduSize octets.


Step 2. Using the bus analyzer, verify that the message is transmitted successfully on the subnetwork.


Step 3. On the receiving End System (which could be an emulator), verify that the message is received correctly. 


Note: This test case is intended to test the sending IUT, not the receiving End Sys�tem which may be an emulator. If the message is not received correctly by the re�ceiving End System (i.e., step 3 fails), further investigation is required to prove that the IUT meets the referenced performance requirement. 


IUT is the Receiving End System


Using test configuration 1 (with IUT as the receiving End System), perform the following steps:


Step 1. On the sending End System (which could be an emulator), generate and send a message that contains some user data such that the outbound NPDU size will be at least ClnpNpduSize octets.


Step 2. Using the bus analyzer, verify that the message is transmitted successfully on the subnetwork.


Step 3. On the receiving IUT End System, verify that the message is received cor�rectly. 


IUT is the Intermediate System


Using test configuration 2 (with IUT as the Intermediate System), perform the fol�lowing steps:


Step 1. On the sending End System (which could be an emulator), generate and send a message that contains some user data such that the outbound NPDU size will be at least ClnpNpduSize octets.


Step 2. Using the bus analyzer, verify that the message is transmitted successfully on the subnetwork, inbound for the IUT Intermediate System.


Step 3. On the IUT Intermediate System, verify that the IUT receives and relays the message correctly (use another bus analyzer to observe the message outbound from the IUT).


Step 4. On the receiving End System (which could be an emulator), verify that the message is received correctly.


Note: This test case is intended to test the IUT Intermediate System, not the receiv�ing End System which may be an emulator. If the message is not received correctly by the receiving End System (i.e., step 4 fails), further investigation is required to prove that the IUT Intermediate System meets the referenced performance re�quirement.


User Data Size Supported at Minimum (UserDataSize)


IUT is the Sending End System


Using test configuration 1 (with IUT as the sending End System), perform the fol�lowing steps:


Step 1. On the IUT End System, generate and send a message that contains a user data size equal to or greater than UserDataSize octets.


Step 2. Using the bus analyzer, observe that the message is segmented and trans�mitted on the subnetwork in the form of smaller NPDUs.


Step 3. On the receiving End System (which could be an emulator), verify that the message is received correctly. 


IUT is the Receiving End System


Using test configuration 1 (with IUT as the receiving End System), perform the following steps:


Step 1. On the sending End System (which could be an emulator), generate and send a message that contains a user data size equal to or greater than UserDataSize octets.


Step 2. Using the bus analyzer, observe that the message is segmented and trans�mitted on the subnetwork in the form of smaller NPDUs.


Step 3. On the receiving IUT End System, verify that the message is received cor�rectly. 


Time to Update RIBs and FIBs (MaxUpdateTime)


It is assumed that a mechanism exists to verify the RIBs/FIBs contents. Such mechanism can be a tool that dumps the RIBs/FIBs (with timestamp) upon invoca�tion. If such mechanism does not exist, the RIBs/FIBs verification can be done by sending a user message on the route that was added or deleted. While a RIBs/FIBs dump can verify the total contents of the data base, a user message can only check the presence or absence of a route. 


IUT is an IDRP Boundary Intermediate System (BIS)


Use test configuration 3 with the IUT BIS having 4 IDRP connections to 4 external BISs.


New Routes are Added


Perform the following steps:


Step 1. One of the external BISs sends an Update PDU that contains 10 new routes to the IUT BIS.  These new routes must be defined such that the IUT BIS will ac�cept them.


Step 2. Using the bus analyzer, verify that the Update PDU is delivered to the IUT BIS.  Record the time that the last octet of the Update PDU is observed on the bus analyzer; this time is considered as the time that the IUT BIS receives the Update PDU.


Step 3.  Wait for 10*MaxUpdateTime seconds, then dump out the contents of the RIBs/FIBs.  Verify that the IUT BIS completes the RIB and FIB updates within 10*MaxUpdateTime seconds.


Note:  If necessary, repeat steps 1 through 3 to get sufficient data for calculating the mean time for the IUT BIS to add new routes that are advertised by an Update PDU.


Existing Routes are Deleted


Perform the following steps:


Step 1. One of the external BISs sends an Update PDU that contains 10 new routes to the IUT BIS.


Step 2. The same BIS in step 1 sends an Update PDU to the IUT BIS to withdraw 2 routes that it advertised in step 1.


Step 3.  Using the bus analyzer, verify that the Update PDU in step 2 is delivered to the IUT BIS.  Also, note the time that the last octet of this Update PDU is ob�served on the bus analyzer.  This time is considered as the time that the IUT BIS receives the Update PDU that withdraws the routes.


Step 4. Verify that the IUT BIS completes the RIB and FIB updates within 2*MaxUpdateTime seconds (from the time that it receives the Update PDU that withdraws the routes)..


Note:  If necessary, repeat steps 1 through 4 to get sufficient data for calculating the mean time for the IUT BIS to remove the routes that are withdrawn by an Up�date PDU.


Occurrence of a Leave Event 


Perform the following steps:


Step 1. Assumed the RIBs/FIBs are empty initially. One of the external BISs sends an Update PDU that contains 10 new routes to the IUT BIS.


Step 2. Generate a leave event by disconnecting the subnetwork connection (for example, an SDU log-off). For test subnetworks that do not support join/leave events, this can be done by simulation, or by means of an SNDCF Clearing of all SVCs on the relevant subnetwork.  Record the time of the leave event; the mecha�nism to timestamp the leave event depends on the method that generates the leave event.


Step 3. Wait for 10*MaxUpdateTime seconds, then dump out the contents of the RIBs/FIBs.  Verify that the RIB and FIB updates for the affected subnetwork are complete within 10*MaxUpdateTime seconds From the time of the leave event).


Note:  If necessary, repeat steps 1 through 3 to get sufficient data for calculating the mean time for the IUT BIS to purge upon a leave event.


IUT is an ES�IS Level 1 Router


Use test configuration 2.  Configuration reporting functions of the ES�IS protocol are assumed to exist in the Intermediate System as well as in the End Systems. The IUT is the Intermediate System.


Perform the following steps:


Step 1. After the test setup, the IUT Intermediate System should have two routes.  Dump the FIBs to verify that it has two pairs of <NSAP, SNPA>, assuming that each End System has one NSAP.


Step 2. Disconnect the two End Systems from the IUT Intermediate System.  After 2*MaxUpdateTime seconds dump the contents of the ITU FIBs to verify that the FIBs are empty.


Step 3. Reconnect the two End Systems to the IUT Intermediate System.  Using the bus analyzer, observe the ES�IS NPDUs being exchanged between the End Sys�tems and the IUT.  Record the time that the last octets of the ESH PDUs (sent by the two ESs) are delivered to the IUT IS.


Step 4.  After 2*MaxUpdateTime seconds have elapsed, dump the contents of the IUT FIBs and verify that the FIBs in the IUT are restored to the original state as in step 1.


Note 1: Each FIB can be a pair of <NSAP, SNPA> addresses.


Note 2:  If necessary, repeat steps 1 through 4 to get sufficient data for calculating the mean time for the IUT IS to create new FIBs.


IUT is an ES�IS End System


Use test configuration 2.  Configuration reporting functions of the ES�IS protocol are assumed  to exist in the Intermediate System as well as in the End Systems. The IUT is the End System.


Perform the following steps:


Step 1. Dump the FIBs in the IUT End System.


Step 2. Disconnect the IUT End System from the network. After MaxUpdateTime verify that the FIBs in the IUT End System is empty.


Step 3. Reconnect the IUT End System to the network. Using the bus analyzer, ob�serve the ES�IS NPDUs being exchanged between the IUT End Systems and the Intermediate System.  Record the time that the last octet of the ISH PDU sent by the IS is delivered to the ITU IS.


Step 4.  After MaxUpdateTime of ES�IS NPDUs exchange activities have elapsed, dump the contents of the IUT FIBs and verify that the FIBs in the IUT End System are restored to the original state as in step 1.


Note 1:  Each FIB can be a pair of <NSAP, SNPA> addresses.


Note 2:  If necessary, repeat steps 1 through 3 to get sufficient data for calculating the mean time for the IUT ES to create new FIBs.


Minimum Number of Routes Supported (MinNumRoutes)


IUT is a BIS


Use test configuration 3. Perform the following steps:


Step 1. From all BISs external to the IUT BIS generate and advertise MinNum�Routes to the IUT BIS (without taking advantage of route aggregation to reduce the resource requirements).  Note that this test is intended to verify that the IUT BIS has enough memory to support reasonably large RIBs and FIBs; therefore any route information compression such as route aggregation as specified in ISO 10747 is not applicable for the test case.


Step 2. Verify that the RIBs and FIBs in the IUT BIS show all MinNumRoutes routes.


IUT is a BIS as well as an ES�IS Router


Use test configuration 4. Perform the following steps:


Step 1. From all BISs external to the IUT BIS generate and advertise (MinNumRoutes - 2) to the IUT BIS.


Step 2. If the test setup is done correctly as per � REF _Ref364669662 \n �3.4.1.43.4.1.4� (Configuration 4), the IUT should have 2 ES�IS pairs of <NSAP, SNPA>.


Step 3. Verify that the RIBs and FIBs in the IUT BIS show all MinNumRoutes routes, including IDRP routes and ES�IS routes.


IUT is an End System


Use test configuration 2. Perform the following steps:


Step 1. Configure MinNumRoutes destination NSAP addresses in the IUT End System.


Step 2. Observe the exchange of ES�IS NPDUs between the IUT End System and the Intermediate System.


Step 3. Verify that the FIBs of the IUT End System show all the paths for Min�NumRoutes destination NSAP.


Minimum Number of Ground BISs Supported Concurrently (MinGndBISs)


Use test configuration 3. If the test setup can be performed as described in � REF _Ref364585602 \n �3.4.1.33.4.1.3� then the IUT BIS is capable of supporting MinGndBISs ground BISs. No further test cases are required.


Minimum Number of ACSE Associations Supported Concurrently (MinAssocs)


Use test configuration 1. If the test setup can be performed as described in � REF _Ref364586015 \n �3.4.1.13.4.1.1� then the IUT End System (or End System and Intermediate System) is capable of supporting MinAssocs ACSE associations.


Minimum Number of SVCs Supported Concurrently (MinSVCs)


Use test configuration 3. If the test setup can be performed as described in � REF _Ref364585602 \n �3.4.1.33.4.1.3� then the IUT BIS is capable of supporting MinSVCs ISO 8208 SVCs.


System Testing


Once the protocol software has proven to conform to specified requirements and to interoperate with other implementations of the same protocol, it must be integrated and tested in an operational environment.  Although system integration is de�scribed here as being performed after the conformance and interoperability testing are completed, a more typical development program overlaps these test phases.


There are a number of levels of system integration to be performed and tested:


1.	Installation of the protocol software in the target computer, using both the hardware and the operating system of the production computer;


2.	Linking of the protocol software with the user interfaces (e.g., control and display), data sources and sinks (e.g., navigation function and flight plan), and network management functions;


3.	Connection of the end system computer with other avionics and subnetwork devices (e.g., Satellite Data Unit, VHF Data Radio, Control and Display Unit, Aural and Visual Warning Systems); and


4.	Operation of the completed avionics suite in a real network environ�ment, communicating with ground-based routers and applications as ap�propri�ate.





Integration in the End System Computer


This process consists of loading object code into the avionics end system computer and executing it in that environment.  The protocol software must correctly integrate with the hardware of the end system and with its operating system.  The critical characteristics of this process are to ensure that the software modules are properly linked and that they execute correctly without overflowing allocated memory.


Integration with Other Software


The protocol software seldom functions independently.  In a router, the ATN soft�ware must use the service of avionics and air-ground subnetworks.  In addition, some form of network management software is provided, both to aid in the devel�opment process and to support user management of the operational system.  In an End System, the ATN software must integrate with subnetwork services and also with the Application Processes that use the ATN communication services.  Net�work management is normally also required in End Systems.  The requirement here is to ensure that the ATN software properly links with the other software and that it performs its function correctly, both in normal and abnormal conditions.


Integration with Other Avionics


Once a particular avionics computer  is complete it must be connected in an aircraft configuration.  A typical airplane configuration will include radios for air-ground communication, one or more rout�ers, one or more application hosts, peripherals such as printers, displays and key�boards, aural and visual alerting devices, and the wiring to connect them.  Power and other information sources and sinks must also be provided to make up a com�plete avionics suite.  The system under test must be exercised in both normal and abnormal conditions to ensure that it correctly performs its intended functions and does not exhibit malfunctions or failures that would cause a hazard to the aircraft.


Network Integration


Having tested the avionics suite, typically with a simulation of the external envi�ronment, it is necessary to test the avionics in a real environment, using real air-ground subnetworks, ground subnetworks, and ground applications.  If available, a test environment will be used first to ensure that any failures in the system under test will not corrupt real operational data.  Having proven correct functionality in this test environment, the final test will include a flight test using the operational ground radio stations and the operational network and application environment.


�
Appendix A	OSI TESTING


A.1	Introduction


Conformance requirements fall into two groups


1.	Static conformance requirements


2.	Dynamic conformance requirements.





Static conformance requirements are those that specify the limitations on the com�binations of implemented capabilities permitted in a real system that is claimed to conform to the relevant protocol, transfer syntax, or profile specification.  They define the allowed minimum capabilities in order to facilitate interworking.  They may be specified at a broad level, such as the grouping of functional units and op�tions into protocol classes, or at a detailed level, such as a range of values that have to be supported for specific parameters or timers.


Static conformance requirements and options can be of two varieties:


1.	Those that concern the capabilities to be included in the implementa�tion of the particular protocol;


2.	Those that concern multi�layer dependencies placing constraints on the capabilities of the lower layers of the system in which the protocol im�plementation resides.





Dynamic conformance requirements are all those requirements that specify which observable behavior is permitted by the relevant protocol, transfer syntax, or proto�col specification in instances of communication using a particular protocol.  They define the set of allowable behaviors of an implementation.  This set of allowable behaviors implicitly defines the maximum set of capabilities, related to the use of the OSI protocol, that a conforming implementation can have.


Dynamic conformance requirements are those that define the actual protocol: the use and format of its PDUs, state transitions, negotiation rules, etc.


Each SARPs section is responsible for referencing the appropriate Profile Imple�mentation Conformance Statement (Profile ICS) proforma for the protocols used by its spe�cific profiles within the aeronautical OSI profile.  For this MOPS, the referencing is accomplished in the ATN SARPs.  A Profile ICS consists of the set of Protocol Imple�mentation Conformance Statements (PICS) for the proto�cols within the profile, plus the Profile Requirements List (RL) and the Profile Specific ICS.  The Profile RL specifies restrictions on answers in each of the PICSs to meet the requirements of the profile specification.  The Profile Specific ICS gives any necessary further statement of capabilities and options implemented, related to the profile but not covered by any of the PICSs.  A SARPs should iden�tify any restrictions to the Profile ICS specified for the profile; these may occur, for example, as a result of making optional parameters mandatory for some types of applications


An Implementation eXtra Information for Testing  (IXIT) deals with the informa�tion related to the testing of the Implementation Under Test (IUT) and to its testing environment, but excluding any additional requirements.  If an IXIT proforma specifier (e.g., a MOPS) discovers that testing requirements demand additional questions related to conformance requirements not covered by the relevant ICS proforma, then the ICS proforma should be extended to include those questions rather than bury additional conformance requirements in the IXIT proforma.  The IXIT proforma contains the required parameters to enable an Abstract Test Suite (ATS) to be run; for example, timer values or addresses to be used by an ATS.


OSI conformance testing standards distinguish four types of testing:


1.	Basic interconnection tests, which provide limited testing of an imple�mentation in relation to the main features of a protocol, transfer syntax, or profile specification, to establish that there is sufficient conformance for interconnection to be possible, without trying to perform thorough testing.


2.	Capability tests, which check that the observable capabilities of the im�plementation being tested are in accordance with the static conformance requirements and the capabilities claimed in the Profile Implementation Conformance Statement.


3.	Behavior tests, which endeavor to provide comprehensive testing over the full range of dynamic conformance requirements of the relevant OSI specifications, within the limitations of the PRLs in the SARPs.


4.	Conformance resolution tests, which are non�standardized, possibly MOPS��specific or system specific, tests to fulfill test purposes for which standardized abstract test cases are not defined.





A typical test suite structure (e.g., ACSE, ISO/IEC 10169) incorporates several types of tests, as shown in � REF _Ref352124279 \* MERGEFORMAT �Figure A-1Figure A-11�.





�
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Figure A-� SEQ Figure_C- \* ARABIC �11� .  ACSE test suite structure (source: ISO/IEC 10169 1:1991)


A.2	Test Suite Structure


The three main test groups are:


1.	Capability tests, which are used to verify that the observable capabilities of the protocol implementations are valid with respect to the static con�formance requirements stated in the protocol specification and with re�spect to the PICS.


2.	Valid behavior tests, which test the extent to which the implementation meets the dynamic conformance requirements specified in the protocol specification when the tester behaves in a valid manner.  These tests provide a detailed evaluation of the features which are claimed to be supported in the PICS.


3.	Invalid behavior tests, which test the extent to which the implementation meets the dynamic conformance requirements specified in the protocol specification and related documents when the tester sends test events which violate at least one conformance requirement.  These include:





a.	Syntactically invalid tests, where the tester sends test events where the PDU syntax is not permitted by the protocol.


b.	Semantically invalid tests, where the tester sends test events where the semantics are not consistent with those specified by the standard.


c.	Inopportune tests, where the tester generates test events that occur when they are not permitted by the protocol.





Special considerations apply in the case of partial OSI end�systems, which provide OSI protocols up to a specific layer boundary.  It is desirable to test not only the external behavior of the implemented protocol entities to support correct external behavior in higher layers.  OSI testing does not have a general requirement for ex�posed layer inter�faces, although an IS clearly must have an exposed layer bound�ary.  Conformance tests may impose certain limitations on the implementor, for ex�ample that means of realizing control and observation at one or more service access points is required for testing.


The purpose of conformance testing is to increase the probability that different OSI implementations are able to interwork, but does not guarantee interworking.  Con�for�mance testing does give confidence that an implementation has the required ca�pabili�ties and that its behavior conforms consistently in representative instances of commu�nication.  Verification of ability to interwork is done through interoper�ability testing.


�


Figure A-� SEQ Figure_C- \* ARABIC �22�.  OSI Conformance Testing Process


A.3	GOSIP Registers


Information on accredited testing facilities and means of testing are available through the Joint Interoperability Test Center (JITC) web page at: http://JITC�emh.army.mil/register.htm.


�
APPENDIX B — Glossary/ACRONYMS


Concepts and key terms as used in this document are defined below:


Abstract Test Case: A complete and independent specification of the actions re�quired to achieve a specific test purpose (or a specified combination of test pur�poses), defined at the level of abstraction of a particular Abstract Test Method (see below), starting in a stable testing state and ending in a stable testing state.  This specification may involve one or more consecutive or concurrent connections.  An Abstract Test Case is part of the ISO 9646 Conformance Test process.


Abstract Test Method: The description of how an Implementation Under Test (IUT) is to be tested, given at an appropriate level of abstraction to make the de�scription inde�pendent of any particular realization of a Means of Testing, but with enough detail to enable tests to be specified for this test method.  An Abstract Test Method is part of the ISO 9646 Conformance Test process.


Abstract Test Suite (ATS): The complete set of Abstract Test Cases, possibly com�bined into nested test groups, needed to perform dynamic conformance testing for a given OSI protocol.  An ATS is part of the ISO 9646 Conformance Test process.


Address Domain: An Address Domain is a set of address formats and values ad�minis�tered by a single address authority.  Under the ISO plan, any address author�ity may de�fine subdomains within its own domain, and delegate authority within those subdo�mains. 


Administrative Domain (AD): An administrative domain is a collection of end systems, intermediate systems, and subnetworks operated by a single organization or administra�tive authority.  An administrative domain may be internally divided into one or more routing domains.


ADSP: Automatic Dependent Surveillance Panel, a standards development body within ICAO


Aeronautical Administrative Communications (AAC). Communications used by aero�nautical operating agencies related to the business aspects of op�erating their flights and transport services.  These communications are used for a variety of pur�poses, such as flight and ground transportation bookings, deployment of crew and aircraft, or any other logistic purposes that maintain or enhance the ef�ficiency of overall flight operation. 


Aeronautical Mobile Satellite Service (AMSS): AMSS provides packet-mode data and circuit-mode data and voice service to aircraft and ground users provided by a satellite subnetwork which comprises satellites, Aircraft Earth Stations (AESs), Ground Earth Stations (GESs) and associated ground facilities such as a network coordination center.


Aeronautical Operational Control (AOC): Communications required for exercise of authority over the initiation, continuation, diversion, or termination of a flight in the interest of the safety of the aircraft and the regularity and efficiency of a flight. These communications are normally required for the ex�change of messages be�tween aircraft and aircraft operating agencies (e.g. airline dis�patch offices).


Aeronautical Telecommunication Network (ATN): The ATN is an internetwork architecture which allows ground, air-to-ground, and avionics data subnetworks to interoperate by adopting common interface services and protocols based on the International Organization for Standardization (ISO) Open Systems Interconnec�tion (OSI) reference model.


Air Traffic Control (ATC): ATC is a service operated by an appropriate authority to promote the safe, orderly, and expeditious flow of air traffic.


Air Traffic Management (ATM): ATM consists of a ground and air part, both needed to ensure the safe and efficient movement of aircraft during all phases of operation.


Air Traffic Services (ATS): Services provided by governmental civil aviation authorities.


Air Traffic Services Communications (ATSC): Communications related to air traffic services including air traffic control, aeronautical and meteorological infor�mation, posi�tion reporting and services related to safety and regularity of flight.  This communica�tion must involve one or more air traffic service administrations. This term is used for purposes of address administration.


Application Entity (AE): Part of an application process thatwhich is concerned with com�munications within the OSI environment. The aspects of an application proc�ess that need to be taken into account for the purposes of OSI are represented by one or more AEs. 


Application Layer: The layer of the OSI reference model that controls application user access to the communication system. 


Application Process (AP): A set of resources, including processing resources, within a real open system that may be used to perform a particular information processing activ�ity.  The term ATN applications refers to applications that support ATM or aeronauti�cal industry functions and that are designed to operate across an OSI communications system. ATN applications are always distributed applica�tions, i.e. peer processes are hosted by different end systems that are intercon�nected.


Application Service Element (ASE): A set of functions that provide OSI communi�ca�tions capabilities for the interworking of AEs for a specific purpose.  An AE may com�prise one ASE or several ASEs of different types.


Association Control Service Element (ACSE): The association control service element (ACSE) establishes, maintains and releases associations between applica�tion entities.


ATM: Air Traffic Management.


ATN: Aeronautical Telecommunication Network.


ATN Profile Requirement List (APRL): APRLs contained in the ATN SARPs identify, in a tabular form, requirements together with the options and pa�rameters for protocols used in the ATN.  The supplier of an ATN protocol imple�mentation claiming to conform to the ATN SARPs must indicate conformance to those requirements by preparing a Protocol Implementation Conformance State�ment (PICS) based on the set of APRLs presented in the SARPs.


ATN Router: The communication element that manages the relaying and routing of data while in transit from an originating ATN end system to a destination ATN end system.  In OSI terms, an ATN router comprises an OSI intermediate sys�tem and an end system supporting a systems management agent.


ATN User: A user of the ATN service.  In most cases an OSI Transport Layer proto�col.  In turn, Transport Layer services are employed by unspecified computer programs via the service provided by an OSI Transport Layer protocol.


Automatic Dependent Surveillance (ADS): A technique in which aircraft auto�matically provide, via a data link, data derived from on-board navigation and posi�tion-fixing systems, including aircraft identification, four-dimensional position, and additional data as appropriate.  ADS is a data link application.


Availability: The ability of a functional unit to perform a required function under given conditions at a given instant of time or over a given time interval, assuming that the required external resources are provided.  (Source: ISO/IEC 2382-14)


Boundary Intermediate System (BIS): An intermediate system that is able to relay data be�tween two separate  routing or administrative domains.


CAA: Civil Aviation Authority.  A generic term referring to the air traffic control regu�latory agency of a government, (e.g., the U.S. FAA)


CLNP: Connectionless Network Protocol.  The connectionless mode service is the technique that transfers data between peer layers without prior coordination.  All proto�col data units (PDUs) are transferred with no explicit association between them.


CMA: Context Management Application.  This application implements an ATN logon service allowing initial aircraft introduction into the ATN.  The logon service also allows indication of all other data link applications on the aircraft.  CM also includes functionality to forward addressees between ATC centers.  Thus, CM is a logon and directory service.  Note: “Context Management” is a recognized OSI Presentation layer term.  The OSI use and the ATN use have nothing in common.Context management identifies, exer�cises control over, collects data from and provides data to open systems for the purpose of preparing for, initializing, starting, providing for the continuous op�eration of, and terminating interconnection services.


Connecting Subnetwork: A physically recognizable subnetwork that presents a par�ticu�lar interface to each of its subscribers.  Given that its subscribers use its access pro�tocol and addressing structure in the prescribed manner, it is capable of trans�ferring packetized data from one subnetwork subscriber to another.  That sub�scriber can also be an ATN host computer or an ATN router.


Context Management: In the ATN environment, the term “Context Management (CM)” refers to an ATN application.  This application implements an ATN logon service allowing initial aircraft introduction into the ATN.  The logon service also allows indication of all other data link applications on the aircraft. CM also in�cludes functionality to forward addresses between ATC centers.  Thus, CM is a lo�gon and simple directory service.  Note: “Context Management” is a recognized OSI presentation layer term. The OSI use and the ATN use have nothing in com�mon.


CPDLC: Controller/Pilot Data Link Communication.


Domain, operational: One of four types of processing areas with sufficiently differ�ent requirements that different types of facilities are needed.  Includes airport (also called surface), terminal, domestic en route, and oceanic.


Domain (OSI context):A set of end systems and intermediate systems that operate according to the same routing procedures and that is wholly contained within a sin�gle Administrative domain. 


End System (ES): A system that contains the seven OSI layers and contains one or more end user application processes.


End System Network Layer: The set of protocols at layer 3 of the OSI model that are required or recommended for use by ESs attached to the ATN.  


Error: A deviation of a system from expected operations (ISO/IEC 10164�4).


Expected Transit Delay: Expected Transit Delay is defined as the time elapsed between the invocation of CLNS by the source ATN NS user and the arrival of an NSDU at the destination ATN NS user, based on an NPDU size of 512 octets.  Transit Delay values are expressed in increments of 500 milliseconds.


Fault: The physical or algorithmic cause of a malfunction.  Faults manifest them�selves as errors.  (ISO/IEC 10164�4).


Fault Management: Fault management encompasses fault detection, isolation and the correction of abnormal operation, and includes functions to maintain and ex�am�ine error logs, accept and act upon error detection notifications, trace and iden�tify faults, carry out sequences of diagnostic tests and correct faults.


FIB: Forwarding Information Base:  The information base that is maintained by each ATN router and contains the set of forwarding paths reflecting the various policy and Quality of Service (QoS) rankings available to reach each known desti�nation.


Flight Information Services (FIS): Advisory services on weather and other infor�mation pertaining to flight.


Functional Requirements: Operational requirements that determine what function a system should perform.  They can usually be expressed by a verb applying to a type of data, e.g. display aircraft position.


ICAO: International Civil Aviation Organization.


IDRP: Interdomain routing protocol.


IEC: International Electrotechnical Commission.


Implementation Under Test (IUT): An implementation of one or more OSI proto�cols in an adjacent user/provider relationship, being that part of an open system that is to be studied by testing.


Informal Testing: Testing performed by a developer of a product as part of product de�velopment to assure the integration of system components and to prepare for formal test campaigns.


Intermediate System (IS): A system comprising the lower three layers of the OSI model and performing relaying and routing functions..


Intermediate System Network Layer: The set of protocols at layer 3 of the OSI model either required of, or recommended for use by ISs attached to the ATN.  These proto�cols are identified in Appendix C.


Internetwork: A set of interconnected, logically independent heterogeneous subnet�works. The constituent subnetworks are usually administrated separately and may em�ploy different transmission media.


Internetwork Protocol: A protocol that performs the basic end-to-end mechanism for the transfer of data packets between network entities.  In the ATN Internet, the ISO 8473 internetwork protocol is used.


Interoperable: Describes the ability of the ATN to provide, as a minimum, a trans�par�ent data transfer service between end systems even though the ATN comprises various ground, air-to-ground, and avionics subnetworks. The ability to interoper�ate between end systems can be extended to include commonality of upper layer protocols.


Intra-domain routing information exchange protocol: In the ATN, the ISO 10589 IS�IS intra-domain routing information exchange protocol may be used to ex�change connec�tivity and topology information between ATN routers within a routing do�main. 


ISO: International Organization for Standardization.


ITU-T: International Telecommunications Union - Telecommunication Sector.


LAN: Local Area Network.


Mean time between failure: The mean duration between consecutive failures of a functional unit under given conditions, where failure is defined as the termination of the ability of a functional unit to perform a required function. (ISO/IEC 2382-14)


Mean Transit Delay: The average time it takes to transfer a standard packet size from source to destination.


Means of Testing (MOT): The combination of equipment and procedures that can per�form the derivation, selection, parameterization, and execution of test cases, in confor�mance with a referenced standard ATS, and can produce a conformance log.


Message: Information that is passed in one or more data blocks from one end user to another through different subnetworks.


Mode Select (Mode S): An enhanced mode of secondary surveillance radar (SSR) that permits the selective interrogation of Mode S transponders, the two-way ex�change of digital data between Mode S interrogators and transponders, and also the interrogation of Mode A or Mode C transponders.


NIST: National Institute of Standards and Technology, an agency of the U. S. De�part�ment of Commerce.


NPDU: Network Protocol Data Unit.


Operational Requirements: This term refers to a set of requirements that define the operational needs and constraints within which a technical system has to operate in order to fulfill its anticipated role. The ATN operational requirements relate to ATN communications as seen from the user point of view. Operational require�ments are composed of functional and non-functional requirements.


OSI Reference Model: A model providing a standard approach to network design introducing modularity by dividing the complex set of functions into seven more man�ageable, self-contained, functional layers. By convention these are usually depicted as a vertical stack.


Packet: The unit of data that is exchanged between intermediate systems and routed by routers. 


Performance Management: Performance management enables the behavior of re�sources and the effectiveness of communication activities to be evaluated.  Per�form�ance management includes functions to gather statistical information, main�tain and ex�amine logs of system state histories, determine system performance un�der natural and artificial conditions, and alter system modes of operation for the purpose of conducting performance management activities.


Performance Requirements: Requirements with re�spect to the performance of a system (e.g. reliability, availability, response time, processing delay, etc.) and are derived from Operational Requirements. In general, they describe the minimum performance figures that a system must provide in or�der to fulfill the operationally required functions.


Priority: Priority is defined as the relative importance of a particular PDU relative to other PDUs in transit, and is used to allocate resources that become scarce dur�ing the transfer process.


Profile: A specification that identifies the chosen classes, subsets, options, and pa�rameters of one or more base protocols, interfaces and service standards, neces�sary for performing a particular function.


Protocol: A set of rules and formats (semantic and syntactic) that determines the communication behavior between peer entities in the performance of functions at that layer.


Protocol Data Unit (PDU): A unit of data transferred between peer entities within a protocol layer consisting of protocol control information and higher layer user data (i.e. service data units).


Protocol Implementation Conformance Statement (PICS): A statement made by the supplier of an implementation that states the capabilities and options that have been implemented, and any features that have been omitted.  The format of the PICS, called a PICS proforma,  is prescribed as part of the protocol standard.


Residual Error probability: Residual Error Probability indicates the likelihood that an PDU will be lost, duplicated or corrupted.  This probability is defined as the ra�tio of lost, duplicated or corrupted NSDUs to the total number of NSDUs transmit�ted by an ATN NS provider, normalized for an NSDU size of 512 octets.


Routing Area (RA): A routing subdomain that maintains detailed routing informa�tion about its own internal composition and routing information which allows it to reach other routing areas.  An RA comprises one or more ISs and optionally one or more ESs.


Routing Domain (RD): A set of end systems and intermediate systems that operate the same routing protocols and procedures and that are wholly contained within a single administrative domain. A routing domain may be divided into multiple routing subdomains.


Routing Information Base (RIB): A database that is maintained by each router and comprises the information regarding the connectivity and topology of the ESs and ISs within a particular Routing Domain and path information pertinent to paths in�tercon�necting Routing Domains.  It is maintained by way of the information re�ceived by a routing information exchange protocol.  Each routing information ex�change protocol has its own RIB specification.


SARPs: Standards and Recommended Practices (SARPs)


SICASP: SSR Improvements and Collision Avoidance Systems Panel


SSR: Secondary Surveillance Radar


Stack (or protocol stack): A set of cooperating OSI protocols selected from differ�ent layers of the basic reference model. Hence, “upper layer stack” refers to ses�sion, pres�entation and application protocols, while “lower layer stack” refers to physical, data link, network and transport protocols.


Subnetwork: An actual implementation of a data network that employs a homoge�neous protocol and addressing plan, and is under control of a single authority.


Subnetwork Access: The functions/protocols needed to map standard ISO�IP into a specific subnetworking environment.  In ISO terms, these are implemented using a Subnetwork Dependent Convergence Function (SNDCF).  What a given SNDCF must do to prepare CLNP packets for the next subnetwork hop depends on the specific sub�network access protocol and addressing scheme presented by the next hop subnetwork.


Subnetwork Access Protocol (SNAcP): The interface protocol used to receive services from a particular subnetwork.  For example, the subnetwork access proto�col to many public data packet networks is X.25.


Subnetwork Dependent Convergence Function (SNDCF): The function provided to convert the SNICP to the actual subnetwork services.


Subnetwork Dependent Convergence Protocol (SNDCP): The set of rules and pro�ce�dures needed to convert the data transfer needs of the subnetwork independent conver�gence protocol to the actual services provided by a subnetwork.


Subnetwork Independent Convergence Function (SNICF): The subnetwork inde�pend�ent convergence protocol is the common protocol for all ATN end systems and routers that is used for the transfer of data.  In the ATN internet, the SNICF is the con�nectionless network protocol defined by ISO 8473.


Subnetwork Domain: The set of end systems and intermediate systems connected to the same physical network.


System Management Function: encompass the monitoring, controlling, operating, supervising, coordination and administration of a communications network.


Test Campaign: A test campaign is one round of conformance testing for an OSI pro�tocol.  A test campaign can result in a failure.   A product may undergo several test campaigns to accomplish formal conformance testing.  Products may undergo informal tests before beginning test campaigns.  


TP�4: Transport Protocol Class 4 


TSDU: Transport Service Data Unit.  The data exchanged across the service inter�face of the Transport Layer to and from a Transport Service user.  Used as a meas�urement point for testing.


Transport Service (TS) User: The TS User is the entity that uses Transport Layer services.  The TS user may be an upper layer entity, or an application residing di�rectly on top of the Transport Layer.


ULA: Upper Layer Architecture.  Architecture of the Session, Presentation, and Application Layers of the OSI reference model.


User Requirements: A description of what users expect to obtain from the system (not how the system should do it). User requirements are usually ex�pressed on a high level and do not include technical details.  The di�rect user of the ATN is an application within an end system supporting Air Traffic Management or aeronauti�cal industry functions. The air traffic controller, other ground staff, or the pilot are the human beings using directly, or indirectly, the ATN. The user may also be seen more on the abstract level as an organization, e.g. airline or air navigation service provider.


Validation: In the ICAO context, validation is a process that ensures that systems meet user requirements to an agreed level of confidence and can be produced from written SARPs and Guidance Material. One has to distinguish between perform�ance based and functional validation. Single subsystems of the ATN, like routers, may be validated on a functional basis. In contrast, validation of the ATN’s suit�ability with respect to network performance etc. requires definition of perform�ance requirements. 


VDL: VHF Data Link.  VDL provides packet data communications to aircraft and ground users provided by a VDL subnetwork that comprises airborne VHF data radios (VDRs), VHF ground stations, and connectivity to routers on the aircraft and the ground.


VHF: Very High Frequency, the communication band using frequencies between 30 and 300 MHz.


WAN: Wide Area Network.  Wide Area Networks are used to interconnect geo�graphi�cally dispersed routers and end systems.  These subnetworks may be in�ternally complex packet switching entities of their own, or they may be as simple as point�to�point dedicated lines.


�
Appendix C	Derivation of performance requirements


C.1	Traffic Model Used to Determine Minimum Number of Packets Per Second (Intermediate System and End System)


The traffic model in � REF _Ref377186749 \* MERGEFORMAT �Table C-1Table C-11� is based on the traffic model presented in [1] with the addition of protocol overhead and oceanic traffic. Oceanic traffic in � REF _Ref377186749 \* MERGEFORMAT �Table C-1Table C-11� is calculated from the data presented in [2]. 


The projected number of aircraft, as shown in � REF _Ref377186722 \* MERGEFORMAT �Table C-2Table C-22� is taken from [1].


Table C-� SEQ Table_C- \* ARABIC �11�.  Data Link Traffic Model Projected for Year 2015 - Per Aircraft


Service �Category�
Oceanic�
En Route�
Terminal Area�
Airport�
�
�
Uplink Rate1�(bps)�
Down-link �Rate2�(bps)�
Uplink�Rate1 (bps)�
Down-�link �Rate2 (bps)�
Uplink�Rate1 (bps)�
Down-�link Rate2 (bps)�
Uplink �Rate1 �(bps)�
Down-�link �Rate2 �(bps)�
�
Pre-Departure Clearance�
�
�
�
�
�
�
3.8�
1.2�
�
Departure ATIS�
�
�
�
�
�
�
5.4�
0.1�
�
Pilot/Controller Communications3�
0.1�
0.03�
0.8�
0.39�
2�
0.70�
2�
0.5�
�
TFM Information�
0.04�
0.01�
0.53�
0.07�
0.67�
0.1�
2.67�
2.67�
�
FIS Planning Services�
0.67�
0.03�
3.3�
0.13�
28.3�
0.6�
�
�
�
Aircraft Originated Met. Observations�
0.003�
6�
0.04�
5.87�
0.09�
6�
�
�
�
Advanced ATM�
0.01�
0.3�
0.03�
0.64�
0.07�
2�
0.07�
1.6�
�
Route Deviation Warnings�
0.004�
0.004�
0.1�
0.1�
0.3�
0.3�
0.3�
0.3�
�
ADS (oceanic) 4�
0.02�
0.2�
�
�
�
�
�
�
�
AOC5�
0.01�
0.01�
8.4�
6.96�
12�
12�
1.5�
0.5�
�
Network Overhead,�Protocol Headers6�
0.17�
0.5�
2.64�
2.83�
3.23�
4.34�
3.14�
1.37�
�
Total Year 2015�
1.03�
7.08�
15.84�
16.99�
46.66�
26.04�
18.84�
8.24�
�



Notes


1.	Uplink rate (in bps) is the number of bits transmitted from the ground station to each aircraft per second. 


2.	Downlink rate (in bps) is the number of bits transmitted from an aircraft to the ground station(s) per second.


3.	Pilot/Controller communications via data link do not include CTAS-FMS. This service in the airport is not well defined today. RTCA DO-219 does not yet include messages for airport surface. The estimates are based on assumed future services such as Pre-departure clearance (PDC), pushback and initial taxi clearance, other clearances for surface movement, and transfer of communications among tower controllers.  


4. 	Since ADS in the en-route and terminal area will generate traffic at a high frequency, it is assumed that a broadcast subnetwork will be used for this service.


5.	AOC traffic is taken from the model developed by the RTCA Task Force 2 and presented in [9].	


6.	Network overhead includes Network Management and Interdomain Routing Protocol (IDRP) traffic. Protocol headers include TP4, SNDCP, 8208 (no header overhead for upper layers). This traffic is estimated at 20% of user data, with adjustments for extra large messages and high inter-arrival rate messages.





Table C-� SEQ Table_C- \* ARABIC �22�.  Projected Number of Data Link Equipped Aircraft


�Domain�
Number of Aircraft�
�
�
1996�
2000�
2015�
�
Airport�
�
�
�
�
�
�
ADS-equipped vehicles other than aircraft on the surface of a single airport�
0�
60�
60�
�
�
Aircraft on the surface of a single airport (ACARS in 1996)�
120�
150�
150�
�
�
Airborne aircraft at a single airport�
0�
8�
15�
�
�
Airborne aircraft for all airport airspace within a center�
0�
20�
70�
�
Terminal�
�
�
�
�
�
�
A single TRACON (ATN)�
�
110�
350�
�
�
All TRACON airspace within a center (ATN)�
�
150�
400�
�
�
A single TRACON (ACARS)�
155�
�
�
�
En Route�(one center)�
�
40�
400�
1200�
�
Oceanic�(one FIR)�
�
180�
440�
1000�
�
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