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��INTRODUCTION

Background 

In the early 1980’s, civil aviation providers and users recognized the limitations of the present Communication, Navigation and Surveillance (CNS) and Air Traffic Management (ATM) systems and the need for improvements to meet the future requirements for aeronautical telecommunication services. In 1983, the council of ICAO established the Special Committee on Future Air Navigation Systems (FANS) to study new concepts and make recommendations to advance aviation into the 21st century.

At the 10th Air Navigation Conference, the committee developed the concept of Communication, Navigation, and Surveillance (CNS/ATM) that would use satellites and other new technology to improve air traffic management (ATM).  The communication would be primarily based on data link and the surveillance would include automated position reporting by the aircraft using the data link — Automatic Dependent Surveillance (ADS).  The data communication network to support the CNS/ATM concept was designated the Aeronautical Telecommunication Network (ATN).

Development of the ATN was begun in the ICAO Secondary Surveillance Radar (SSR) Improvements and Collision Avoidance Systems (SICAS) Panel.  An early decision was to base ATN on the Open System Interconnect (OSI) seven-layer stack of communication protocols developed by the International Organization for Standardization (ISO).  The OSI protocols (which provide the communication basis for ATN) are capable of conveying an arbitrary bit string (bit-oriented), as compared to the character-oriented protocols of Aeronautical Fixed Telecommunications Network (AFTN) and Aircraft Communication Addressing and Reporting System (ACARS).  Development of the ATN was assigned to the ATN Panel in June 1994. 

The ATN Panel has developed ATN Standards and Recommended Practices (SARPs) for  communication and application services.  These services provide an internet infrastructure and 5 identified applications  services:

Purpose of the Document

This document provides an evolutionary implementation plan for the ATN.  It is intended to present the concepts of the ATN and provide guidance for implementation to senior technical managers of States, Regional Planning and implementation Groups, Aircraft operating agencies, International Aeronautical Communication Service Providers (IACSP) and other interested parties.  The document:

Identifies the planning activities of ATN users and providers as they prepare to implement ATN within their respective areas; and

Provides guidance to the ATN users and providers about the ongoing administrative activities that are required to use and/or provide ATN services.

Scope

ATN is an amalgamation of networks and sub-networks that provides data communication service to support ATM and other related aeronautical services. This document presents the ATN as used within the context of ATM applications. The ATN is defined as the ICAO method of providing the global data communication infrastructure with the necessary flexibility to take into account (and fulfil) user requirements and allow the use of existing communication infrastructure.

ATN must be planned and implemented , thus allowing users to receive benefits.  In the present document, guidance is given to the user for assessing the present, and planning the future of ATN.

�Document Organization

Beyond this introduction, the remainder of this document is divided into three additional chapters..  

ATN Operation and Benefits are described in Chapter 2.  The objective is to demonstrate that ATN is the best way to enable the implementation of ATM applications which deliver real benefits.  Benefits to be achieved through CNS/ATM applications will be delivered through the ATM applications, and not by the underlying network.  In addition, it is point out that a cost/benefit analysis must be based on the whole solution, i.e. the benefits which are achieved through the ATM applications offset by the costs associated with implementing and operating both the underlying network and the applications.

The ATN terminology which an administrator would be required to understand to perform his function is described in chapter 3

The specific planning and administrative tasks required for the ATN are presented in Chapter 3.  Guidance is provided to ensure that all of the management tasks are performed to establish an ATN installation and to connect it to the network.  The chapter seeks to highlight the general implementation process which any organization will need to follow and to give an overview of the issues which should be considered in each stage of that process..

�ATN Operations and benefits

This chapter presents concepts of operations of the ATN and the rationales that lead to the endorsement of these concepts.  ATN is an evolving system that comes as a natural advancement  of actual telecommunication links and networking systems.

Air Traffic Management (ATM)

In order to fully exploit automated ATM systems using CNS/ATM applications, a global data networking infrastructure must be implemented,  which will support the internetworking of state-of-the-art computer systems operating in fixed ground-based and mobile aircraft-based locations.  ATN is the networking standard that allows the ATM to use present and future applications.

Achievements for ATM

ATM consists of a ground part and an air part, where both parts are integrated through well defined procedures and interfaces.  ATM comprises Air Traffic Services (ATS) (which includes Air Traffic Control, Flight Information Services, and Alerting Services), Traffic Flow Management and Airspace Management. Network infrastructure can support improved ATM, which is necessary to ensure the safe and efficient movement of aircraft as traffic increases.  ATN ensures evolutionary growth and improvement of the network while maintaining interoperability.  

The key to success in developing and implementing this new internetwork infrastructure is the recognition that:

increased use of distributed ATM automation requires an increased level of computer-to-computer data communication, including data communication between aircraft-based and ground-based computers serving mobile and fixed users;

increased levels of distributed ATM automation require a more integrated infrastructure than that in existence today, both in aircraft-based and ground-based environments; and

real success in ATM automation can only be achieved when aircraft-based computer systems are designed and implemented as data processing and networking peers to their respective ground-based computers, rather than continuing in their current role as independent processors, functioning in parallel, but with little data sharing with ground-based hosts.

ATN provides the capability to support the data communication required to support this distributed ATM automation.  Voice communication will still be required. 

Conventional Air Traffic Communication

Provision of Air Traffic Services includes communication between the aircraft and the ground and also communication between ground entities.  Most of this communication is currently done using voice, either by radio or by telephone. Limited data communications are provided, for ACARS and AFTN to provide air-ground and ground-ground communications respectively. Many, but not all of these communication can be supported by ATN

�Air-Ground Communication

Pilot-controller communication in the current voice-based environment is used for conveying clearances, for surveillance in a non-radar environment, and for conveying supporting flight information.  Clearances include the initial departure clearance, the detailed flight plan, and the tactical clearances and flight vectors given throughout the flight.  Surveillance consists of position reports at compulsory reporting points and times, in responses to flight vectors, and in response to specific controller requests.  Supporting flight information includes broadcasts of ATIS and weather, plus AIS, such as  NOTAMs provided in response to specific requests by the flight crew.

Each controller (as well as each ATIS and weather broadcast station) has at least one dedicated radio channel.  This requires many channels, especially in dense air traffic environments.  The result is a shortage of radio channels and increased overhead on the channels caused by channel transfer instructions as the aircraft passes between sectors.

Data communication provides the capability to reduce ambiguity of communication relative to voice.  The contributors to ambiguity of voice communication are noise and interference on the radio channel, different language accents of the speakers, the tendency to reverse characters when converting between voice and written text, and the tendency to hear what was expected rather than what was said.  In addition, data communication reduces pilot and controller workload by eliminating the requirement to translate between written and spoken text, allowing pre-formatted messages to be transmitted, allowing transmission of a message when the sender is ready rather than waiting for a break in the radio chatter, and allowing reception (reading) of a message without interrupting other higher priority tasks.  Data communication uses radio bandwidth more efficiently by multiplexing many dialogues onto a single radio channel.  The required number of channels is therefore proportional to the expected traffic load, not to the number of ground entities.

Ground-Ground Communication

Communication between ATS entities is currently achieved by using both voice and data techniques.  For instance, air traffic controllers may use a telephone connection, or in some cases a radio call, to co-ordinate the transfer of aircraft between sectors, either within an FIR or between FIRs.  Some air traffic agencies have begun using data communication to automate transfer of control.  Flight plans, weather, and other text information are transmitted using AFTN or other data communication protocols.

ATN provides a method of supporting many of these communication tasks.  The Inter-Centre Co-ordination (ICC) application  allows real-time communication between ATS entities.  The Aeronautical Message Handling Service (AMHS) allows store-and-forward messaging and also provides a gateway for exchanging messages with AFTN entities.  ATN provides faster and more reliable communication and also allows use of data communication to replace voice communication.

FANS-1 Communication

FANS-1 is the first generation of air-ground ATS data communication, using CPDLC and ADS.  The air-ground subnetworks use the ACARS protocol set, with the ARINC 622 ACARS Convergence Function (ACF) to encode the bit-oriented application formats for transmission over the character-oriented ACARS protocols.  FANS-1 was implemented to provide some data communication advantages while waiting for ATN to become mature.  The procedures developed for the FANS-1 environment provide the capability to build operational experience, which will be useful for establishing the CNS/ATM procedures.

�ATN provides a more efficient use of bandwidth relative to FANS-1.  The routing protocols of ATN and the method of relaying packets of data provide more efficient establishment and use of paths between the aircraft and the air traffic centre, which improves the speed and integrity of data transmission.

ATN SARPs

The SARPs for ATN was endorsed by ICAO at ATNP/2 in November 1996.  They provide data transport protocols, which move application data efficiently over an internetwork between  the source and the destination.  

The SARPs  also provide major improvements through its applications:

Automatic Dependent Surveillance (ADS),

Controller Pilot Data Link Communication (CPDLC),

Flight Information Services (FIS): Automatic Terminal Information Service (ATIS),

Context Management (CM),

Aeronautical Message Handling Services (AMHS), and

Inter-Centre Communication (ICC): Aeronautical Inter-Centre Data Communication (AIDC)

Future Steps

The applications in the ATN SARPs begin the process of supporting transition from a voice-based communication environment to a data communication-based environment.  Future applications will be developed to better enable direct communication between the computers in the aircraft with the computers on the ground.  The pilots and controllers will continue to perform their functions but will be better aided by the information shared between ground and airborne data bases.  The difference is that the communication applications will look less like the voice messages of today and will be more directly applicable to the transfer of computer data.

Similarly, new applications will be considered for communication between control centres, air traffic environment and the aircraft operator (airline) environment.  As with the air-ground communication, these applications will evolve to support more direct exchange of data between computers and data bases and will allow the users to use the data rather than spend their effort in transferring the data between their respective systems.

Data communication security and standardized network management protocols are also planned for the next improved SARPs.  These will support the system integrity, reliability, and maintainability.

The ATN offers improved speed of data transfer between air and ground.  Today’s air-ground subnetworks have relatively small bandwidth and add significant delay to messages.  The desire of the data communication community is that future subnetworks will be developed that will significantly reduce these constraints.

Airline Operations

The airlines have been using data communication services for many years, for both ground service applications and air-ground data link.  These are in the form of Aeronautical Operation Communication (AOC) and Airline Administrative Communication (AAC).

�Ground Applications

The airline ground services include such activities as ticket sales, flight planning, crew assignment, and weather.  They use a combination of airline proprietary, commercial proprietary, IATA standard, and TCP/IP protocols.  The airlines, through IATA, have developed and published a set of airline-preferred OSI profiles called the Aeronautical OSI Profile (AOP), which are available to be used over the ATN.  The advantage to the airlines would be use of more efficient bit-oriented protocols, reduced dependence on commercial proprietary protocols, more integrated applications and services, and standardization of applications.  ATN would also provide a standard network for communication between airlines and ATS agencies.

Air Ground Applications

The airlines use the Aircraft Communication Addressing and Reporting System (ACARS) air-ground data link.  Using a character-oriented protocol that is compatible with their ground network, the system supports the AOC and AAC applications of flight planning, weather collection and dissemination, passenger services, and aircraft maintenance.  In addition, ACARS has been used to provide limited Air Traffic Services (ATS), including reception of departure clearances and ATIS messages.  

Use of ATN for airline air-ground data communication would allow more efficient use of air-ground bandwidth, allow data to be passed in original format rather than encoded in characters for transmission, and would allow the airborne and ground nodes of the airline to be more closely integrated together.  By receiving departure clearances and ATIS as part of the air traffic message set, the airlines and their service providers are relieved of the burden of translating and transmitting those messages.  Using ATN for AOC and AAC allows the airlines to realize the benefits of ATN while avoiding the costs of maintaining separate data communication systems.

Cost/Benefit Considerations



States and organizations planning for the implementation of ATN services should validate the economic and safety aspects of  the introduction of the ATN.  The following factors should be considered as potentially contributing to the benefits afforded by the introduction of the ATN applications and communication services:



the ATN may provide a single more economical alternative for satisfying a wide range of data communication needs than the use of multiple dedicated communication systems each of which provide only limited functionality;

the ATN may provide more robust communication services achieving higher availability and integrity than alternative approaches enabling data link services consistent with improved operational capabilities (e.g., decreased aircraft separation, use in more tactical air traffic control environment, etc.);

the ATN air-ground applications combined with moderate or greater levels of aircraft equipage may reduce or eliminate flight delays induced by congestion on the voice communication channels.  Studies conducted by one ICAO State have indicated significant reduction in communication induced delays for flight operations in high density en route and terminal airspace;

the ATN air-ground applications may improve flight safety by providing improved flight crew access to flight information;

the ATN air-ground applications may improve air traffic controller and flight crew productivity by providing automation tools for routine information exchanges;

�the ATN air-ground applications may reduce system errors by providing automation tools for routine information exchanges;

the ATN ground-ground applications may provide for the more timely exchange of ATS information between ground facilities potentially enabling safety and productivity benefits.

�ATN Concept

The purpose of  this chapter is to introduce the ATN concept, the elements forming the ATN, how these elements are tied together, and where the areas for national/regional specialities or policies are. This section is provided in order to assist in the description of the implementation planning of the ATN contained in chapter 3. 

ATN Functionality

The ATN is based on the ISO/OSI data communication model. However, the ATN goes beyond the traditional networking implementations where mobile networking assume mobility of an End System relative to a fixed Intermediate System. In contrast, the ATN concept is such that an aircraft is a mobile Routing Domain comprising one or more End Systems (ESs) and one or more Intermediate Systems (ISs) communicating amongst themselves and with other ESs and ISs in fixed Routing Domains. The ATN has been explicitly designed to support continuous communication with mobile systems, taking into account requirements on communication service (e.g. transition paths, end-to-end delay etc.) expressed by application services.

From a data communication users point of view the ATN simply offers a reliable, robust and  high-integrity communication service between two computer systems (End Systems), either at a fixed location such as an ATM system in an Air Traffic Control centre, or mobile such as a suitably equipped aircraft.

The ATN is distinguished from other data communication systems by the following features:

It is specifically and exclusively intended to provide data communication services for the aeronautical community, including ATS providers and aeronautical industry;

It provides communication services both between connected ground systems and airborne systems and between multiple connected ground systems, whereby the various mechanisms within the communication system (e.g., route selection) are transparent to the user;

It provides a communication service which has been designed to meet the security and safety requirements of the application services;

It accommodates differing classes of service (providing communications routing via a path authorized for the type of traffic and supporting communication priorities) demanded by the various applications; and

It uses and integrates various aeronautical, commercial and public data networks into a global aeronautical communication infrastructure.

ATN Components

The ATN supports communication between all its users, i.e.

between airline systems and ATS systems;

between airline and aircraft systems, 

between ATS and aircraft systems, and

amongst (ground) ATS systems themselves as well as (ground) airline systems themselves.



�Figure 3.2-1 shows the basic structure of the ATN, which is comprised of a collection of various components. There are a number of key points illustrated by this diagram:

The main infrastructure components of the ATN are the subnetworks, the ATN Routers (Intermediate Systems) and the End Systems;

A subnetwork is not an ATN element in the strict sense but is defined as an independent communication network based on a particular communication technology (e.g., X.25 Packet Switch Network) which is used as the physical means of transferring information between ATN systems. A variety of ground-ground as well as air-ground subnetworks provide the possibility of multiple data paths (each application may require different path attributes) between end systems;

The ATN Routers are responsible for connecting various types of subnetworks together and to  route messages (i.e. data packets) across these subnetworks based on the requested class of service and on the current availability of the network infrastructure (e.g. suitable routes to the destination system);

ATN End Systems host the application services as well as the upper layer protocol stack and communicate with peer end systems.

� EMBED Designer  ���

Figure 3.2-1 ATN Data Communication Environment

�Figure 3.2-2 shows the constituent elements of both the ATN End System and Intermediate System according to the OSI 7-layer reference model and how the peer-to-peer communication over these layers works.

� EMBED Designer  ���

Figure 3.2-2	OSI Reference Model

End Systems

ATN End Systems are capable of communicating  with other ATN End Systems to provide end-to-end communication services to applications. For this purpose, the ATN End Systems include, in principle,  a full 7-layer protocol stack to host the appropriate communication services in support of one or more ATN Applications.

	ATN Routers

The Routers are Intermediate Systems comprising the lower 3 layers of the OSI reference model and include, according to their type, the appropriate set of routing protocols. The Routers are responsible for forwarding each packet containing the user data via the appropriate paths towards its destination, taking into account the  particular service requirements encapsulated in the header of the packet.  The choice of the appropriate subnetwork to be used, when forwarding data packets through the ATN, is based on connectivity, security and quality of service considerations and can be influenced by the application services. Furthermore ATN Routers exchange routing information (i.e. information about available routes, their characteristics, and the End Systems reachable via these routes) with other adjacent Routers.

The ATN distinguishes different types of Routers with increasing number of protocols supported:

static or dynamic intra-domain Routers (IS, Intermediate System);

inter-domain Routers (BIS, Boundary Intermediate System).

�Routers of group a) above are for use only within an ATN Routing Domain and are a local matter, whereas those of group b) are required to provide ATN-compliant, standardised communication service to adjacent routing domains and other Routers of the same type (i.e. BISs) within their own routing domain. If a group b) Router encompasses in addition the functionality of an intra-domain Router (i.e. group a) Router), then this portion of its functionality is a local matter.  Inter-domain Routers have the capability to apply routing policies when disseminating routes to other BISs in neighbouring domains.

The key differences between an ATN inter-domain Router and a standard OSI Router are:

the possibility of applying a specific set of routing policies in support of mobile communication (e.g. efficient air-ground routing) ,

the support provided for ATN security functions,

for air-ground Routers, the use of compression to increase the efficiency when using bandwidth-limited air-ground links, and

the support of route initiation and termination procedures to cater for the dynamic process of aircraft entering or leaving the coverage of the respective ground routing domain. 

Clearly, as an aircraft moves, the path through the network which must be taken to reach that aircraft will change. The ATN supports a dynamic routing process which allows the route information possessed by each Router to be updated, both as a result of the movement of the aircraft and as a result of other changes in the network topology due to failures, maintenance activities etc.

Subnetworks

Subnetworks may be distinguished as either Ground/Ground (fixed), Air/Ground (mobile) or Airborne subnetworks. They can be separated into LANs (Local Area Networks) and WANs (Wide Area Networks), whereby typically LANs are used to interconnect ESs and (B)ISs, e.g. within an ATC centre or within an aircraft. WANs are classically used for more long-distance connections between Iss, e.g. between ATC centres or between an aircraft and a ground system. It should be recognised that a subnetwork does not possess any ATN specific functionality. i.e., the subnetwork simply carries data units from one point to another without any regard given to the contents of those messages. The ATN router adapts the data packets to the specifics of the subnetwork for transfer between adjacent ATN systems. This concept of  subnetwork dependent convergence of packets and protocol functions is essential to the versatility of the ATN.

Existing fixed and mobile data networks may be used as subnetworks within the ATN, thereby having the potential to significantly reduce the initial set-up cost of the ATN infrastructure, provided they meet certain minimum criteria like byte and code independence. In any case, the use of a certain subnetwork on one path does not impose a restriction to using a different subnetwork on another path.

Air-Ground (Mobile) Subnetworks

Digital, bit-oriented air-ground data communication systems, aeronautical mobile subnetworks i.e.AMSS, VHF data link, or Mode S have been standardized by ICAO and are currently under deployment or in use for air-ground communication in a stand-alone fashion.  A further system to mention here is gatelink, such as HF Data Link,  a communication system which can be used during aircraft parking at the gate, although this system is not (being) standardized by ICAO at the present time.  These ATN-compatible air-ground subnetworks constitute an essential building block of the overall ATN and it will be the integration of these mobile subnetworks into the ATN that will enable major benefits for air traffic management.  Depending on the particular implementation chosen for a certain region, some of these subnetworks may be accessed indirectly via a service provider.

�Ground-Ground Subnetworks

A number of  networks for communication within ATS centres and between host computers of ATS centres are available. Such possible candidates for ATN subnetworks are WANs (e.g. X.25, Frame Relay, ATM or ISDN) or LAN (e.g.  Ethernet, Token Ring, FDDI). In addition, CIDIN connections, based on a limited X.25 communication service, may be used as ATN subnetwork.

Avionics Subnetworks

Like with the ground systems, a variety of communication networks are available for most aircraft. Possible candidates for ATN subnetworks are airborne LANs, i.e. ARINC 429 Williamsburg, Ethernet or FDDI.

ATN Physical and Administrative Structure

In order to simplify the implementation of large OSI networks, ISO has defined a Routing Framework which allows large scale networks to be designed and built in a modular fashion. This Routing Framework is applied to the ATN in order to provide the required structured approach to routing. The OSI Routing Framework, as applied to the ATN, recognises that End Systems, Routers and networks are owned and operated by different organizations and therefore introduces two functional entities: the Administrative Domain and the Routing Domain. In general, there is no interdependence between these two, that is a Routing Domain (or Routing Domain Confederation) may be different from an Administrative Domain but must be wholly contained within an Administrative Domain.

Because this particular mechanisms is an important capability of ATN, some more technical background is provided in the following chapters.
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Figure 3.4-1	Example for an ATN Domain Structure

�Routing Domain and Routing Domain Confederation

Each participant in the ATN operates one or more Routing Domains. Each Routing Domain will consist of one or more Inter-Domain (either Air/Ground or Ground/Ground) Routers and one or more End Systems. In addition, interconnection to further Routing Domains, either Mobile (i.e. aircraft) or ground based, is typically required. Routing Domains are thus elements of the physical structure of ATN.

In addition, adjacent Administrations may combine their Routing Domains into a single Routing Domain (Routing Domain Confederation), sharing a common policy, which can be treated by the "outside" world as a single entity for routing purposes. A Routing Domain Confederation has its own unique Routing Domain Identifier.

A Routing Domain can be characterised as follows:

inside the domain, connectivity and QoS information related to all internal systems (i.e. those systems which are located in the local routing domain) are exchanged between the intra-domain Routers of the same level without restrictions;

inside the domain, the selected (i.e. the most preferred) routes to external entities (i.e. those systems which are  located outside of the local  domain) are advertized by an BIS to all other BISs within this domain;

the amount of routes to internal systems (i.e. those systems which are located in the local routing domain) advertised to BISs outside the local domain is determined and controlled by the Routing Policy applied by  the advertising BIS. 

These principles ensure that the exchange of routing information within a routing domain  occurs with a significant degree of trust between the systems.  Conversely,  inter-domain communication cannot assume a comparable level of trust and appropriate policies must be negotiated for use between two adjacent domains.

Administrative Domains

An administrative domain may be different from a routing domain (which applies in particular to airlines) and is that part of the ATN which is administered by a single administrative organization or authority. The purpose of the Administrative Domain is to clearly indicate the domain of an organization’s responsibility and to differentiate communication within an organization from communication between organizations. This administrative authority can be a CAA, an Air Carrier, or an International Aeronautical Communication Service Provider (IACSP).

Naming and Addressing

This section explains the different types of addresses used within the ATN and the elements requiring assignment. Purpose is to provide the necessary background for the address allocation planning activities described in chapter 3.

The concepts of name and address are defined in The OSI Basic Reference Model, Part 3 (ISO 7498-3).  In brief, a name is used to identify an object (e.g. a system, a protocol, an application, etc.) while an address is used to locate an object. A name stays with an object as long as it exists, while the address of the object may change during the lifetime of the object (e.g. if the object is moved into a different system, subnetwork, or routing domain). Names typically have meaning to upper layer elements, applications and people and are thus generally expressed in a mnemonic format.  Correspondingly, addresses are generally expressed in a coded or numeric format.  In either case, in order to ensure unambiguous assignments, names and addresses must be registered by registration authorities within the context or environment in which they are to be used.

ATN Names and Addresses

Technical addresses are used by the ATN protocols to identify the sender of a message, to locate the recipient of a message, and to identify the end points and intermediate points of paths through the network. These addresses as well as appropriate names have to be assigned to ATN objects, such as ATN applications, ATN service users and ATN layer entities according to a globally unambiguous scheme.

The ATN naming and addressing scheme is based on the OSI Reference Model (ISO 7498-3) which supports the principles of unique and unambiguous identification of objects and global address standardization which are essential for an international mixed-user communication system as the ATN.

The ATN objects which require the assignment of unambiguous names are:

ATN Object�Generic Name��Network Layer Entities�Network Entity Title (NET)1��Routing Domains�Routing Domain Identifier (RDI)��Routing Domain Confederations�Routing Domain Identifier (RDI)��Administrative Domains�Administrative Domain Identifier (ADI)��Application Processes�Application Process Title (AP-Title)��Application Entities�Application Entity Title (AE-Title)��Application Context�Application Context Name��Presentation Context�Presentation Context Identifier��AMHS User�AMHS Originator/Receipient Name (O/R Name)��Security Type Objects�Security Registration Identifier��Managed Objects�Managed Object Name��Table 3.4.1-1:	ATN Elements Requiring Unambiguous Names

The ATN elements which require the assignment of unambiguous addresses are:

ATN Object�Generic Address��Subnetwork Access Point�Subnetwork Point of Attachment (SNPA) Address��Network Layer Entities�Network Entity Title (NET)���Network Service Users�Network Service Access Point (NSAP) Address��Transport Service Users�Transport Service Access Point (TSAP) Address��Session Service Users�Session Service Access Point (SSAP) Address��ATN Applications�Presentation Service Access Point (PSAP) Address��Table 3.43.1-2:	ATN Elements Requiring Unambiguous Addresses

In general, multiple ATN objects are hosted by an ATN Router and ATN End System, and all of them need unambiguous addresses and names. Thus, several addresses and names have to be registered, published and administered (and finally configured into the system hardware or software) when putting an ATN system into operation.

�ATN Addressing Plan

A well defined addressing plan has been established for the ATN which meets the needs of a variety of aeronautical data communication user groups, including ATS providers, airlines and international aeronautical communication service providers (IACSPs). Furthermore, it supports essential goals of ATN internal operation, such as efficient information reduction when exchanging address information (as part of the routing information) and unambiguous and complete address reconstruction from received address fragments (in the context management application).

The ATN addressing plan has been organised in a way that the addresses of objects within an ATN system are similar, i.e. they share, for example, common address prefixes, or include identical address portions. The addresses of most objects within an ATN system can be derived from its network address (Network Entity Title, see Table 2.3.3.1-2.).

The ATN addressing plan is hierarchically structured, i.e. it is composed of a set of hierarchical address domains. Each address domain is a set of address formats and values which are administered by a single addressing authority. The SARPs partition the overall ATN address domain (which is itself a sub-domain of the ISO address domain) into a number of address sub-domains, each with an identified addressing authority, in a recursive fashion. Each addressing authority is responsible for its own address sub-domain, and may further partition it into several subordinate sub-domains, and delegate authority for these sub-domains. This principle allows the establishment of sub-address spaces (i.e. the set of values within an address sub-domain) in a hierarchical fashion without the need to co-ordinate between sub-address spaces.

�ATN Implementation Process

The ATN implementation process is expected to be progressed on a region by region basis. Even within regions it is likely that individual States will transition to the ATN at different times and possibly in different ways.

On the other hand, the implementation process for airline users will depend on current fleet equipage and on which region/s aircraft are operating in.

Whilst the considerations for Air Traffic Service users and airline users are different, clearly the plans of one will directly and indirectly affect the other.

The objective of this chapter, then, is not to specify what States and other organisations must o to implement their components of the ATN, but rather to define a number of tasks or milestones which must be completed; each of which contribute towards the successful implementation of the ATN and, more importantly, of new ATM services.

What is presented here is intended to serve as a checklist to help implementors ensure that all the important issues have been addressed in their planning activities. This is a general implementation process and, as such, should be applicable to any implementation activities: both for ATS providers and for airlines. Furthermore, this process is not specific to one particular incarnation of the ATN SARPs, but will also be applicable to future revisions of those SARPs.

Implementation Milestones

The following sections discuss the generic milestones which should be part of any implementation process. These milestones are:

define the Operational Concept and Procedures

define the Network Operating Concept

prepare the Transition Plan

conduct operation evaluations and interoperability testing

commission the system

Each of these milestones is discussed below in terms of its objectives, deliverables and issues to be addressed.

ATM Operational Concept and Procedures

Objectives

As discussed in Chapter 2, the ATN is an enabling technology in that it does not directly deliver benefits to users. Rather, it enables the introduction of new ATM services and new procedures which deliver the benefits to users.

As a result, the definition of an ATM Operational Concept and the development f supporting procedures are crucial to obtaining those benefits.

�Chapter 2 discussed the analysis of cost/benefit and showed that in order to develop a meaningful analysis, the ATM and ATN aspects should not be considered separately. Similarly, the implementation of the ATN should be considered as part of the overall implementation of ATM and not as an end in itself.

Clearly then, the development of the ATM Operational Concept and procedures is a key part of the overall implementation process and is a pre-requisite for the implementation of the ATN.

Scope

The Operational Concept embodies the understanding of how an organisation conducts its daily business. In this instance, an Air Traffic Service Provider would document how it provides those air traffic services. It would, for instance, document what those services are, what resources are required to provide them (in both material and human terms) and what procedures are required to provide them. Similarly, any other organisation may perform the same analysis.

Typically, the Operational Concept document is both a record of the existing environment and a plan for the future evolution of that environment. As such, the Operational Concept is closely linked to the Transition Plan discussed below. The Operational Concept documents what an organisation intends to do and the Transition Plan documents how this will be achieved.

The documentation of the change process will be shared between these two documents. Regardless of where it resides, however, the process for implementing changes to the operational environment must be planned and documented.

In preparing the Operational Concept, an organisation will need to consider both the nature and timing of changes to its operating environment; issues which should naturally be address in any cost/benefit analysis.

In the case of the ATN, the Operational Concept should document how the services enabled by the ATN will be employed to achieve the benefits claimed in the cost/benefit analysis.

In support of the Operational Concept, it is inevitable that both new procedure and changes to old ones will be required to enable the new ATM services to be fully exploited. Whilst the Operational Concept describes the framework for operations, the procedures describe the mechanics involved in delivering the services. As a pre-requisite for the introduction of new services, the development of procedures should take a high priority in the overall implementation process.

Clearly, the environment of those organisations involved in the implementation of ATM and the ATN is essentially common. Thus, any change to that environment instituted by one organisation may have a significant effect on the Operational Concept of other organisations. This effect should be considered by all organisations when planning the introduction of the ATN; clearly, there is a need for extensive co-ordination between all Stakeholders in order to achieve a stable environment.

Network Operating Concept and Procedures

Having established in the ATM Operational Concept what facilities will be required to support the delivery of ATM services, the next step is to refine the requirements for those facilities and to identify the way in which they will be provided and managed.

�This is the role of the Network Operating Concept which is a record of what the system will look like and how it will be managed. In order to develop the Network Operating Concept, a number of issues must be addressed:

network architecture/topology

network sizing

network security management

network system management

network Reliability/Maintainability/Availability

integration into the global ATN

allocation of administrative responsibility

The idea of the Network Operating Concept is similar to that of the ATM Operational Concept in that it embodies the organisations understanding of the nature of the network including it’s design and capabilities, and it’s understanding of the way in which the network will be managed in order to support the services described in the ATM Operational Concept. Furthermore, the Network Operating Concept must also be supported by a set of procedures which document the mechanisms by which the network will be managed in order to support those services.

Network architecture and sizing

The objective of this task is to establish the overall architecture of the network based on the ATN components, (i.e.. end systems, routers, subnetworks, gateways), in a network design capable of achieving the functional, topological and performance requirements identified through analysis of the ATM Operational Concept and the identified users and their potential usage of the network.

The architectural design should address the end to end communication path and address the following design issues (as appropriate to the type of organisation):

ground architecture including the fixed part of the air-ground components and associated management architecture,

airborne architecture including mobile part of the air-ground component and associated management architecture,

With regard to the ground ATN, the main implementation issues are to be addressed:

definition of the Administrative domains: this include identifying the list of Administrative domains required to establish end to end connectivity.

design the architecture for the administrative domain. This should include: 

identification of End Systems, fixed and mobile subnetworks, ATN routers ( IS or BIS) to be deployed in that domain, 

connectivity between the various components identified

identify the type of traffic, the quality of service required by this traffic flowing through the targeted network. This will result in the definition of a routing policy to be used within the routing domain.

Conduct a Global consolidation of the result of previous steps to take into account possible operational agreements between adjacent Administrative domains, This consolidation  may result in the combination of individual routing domain into Routing domain confederations

�Network security management

Development of a network security plan is required to ensure the integrity of the network. This should address both the control of physical access to the system and the application of security management facilities included in the SARPs. This topic will be the subject of continuing development in the SARPs; accordingly, the network security plan should relate to the most recent edition of the ATN SARPs.

Network system management 

ATN managed resources should be grouped into management domains in order to assign responsibility for control of the resources. An organization should assign an administrative authority to establish and maintain the respective management authorities of each of its management domains, and to manage the transfer of control of resources from one management domain to another.

Network Reliability/Maintainability/Availability

In order to achieve the goals of the ATM Operational Concept, it is necessary to address the issues of Reliability, Maintainability and Availability. Consideration of these issues will certainly have some bearing on the network design.

Integration into the global ATN

Issues relating to the interconnection of an isolated ATN implementation with the global operational ATN must be addressed. These will include such issues as conformance and interoperability testing, routing efficiency amongst others. Impact of the design of the new system to be connected on the performance of the overall system will need to be examined.

Domain Administration

The administration of such an extensive network is a challenging and important task.  Each ATSC and AINSC organization is responsible for managing its own portion of the ATN.  More specifically, within the ATN, it is expected that each Administrative Domain will coincide with a Management Administrative Domain.  A Management Administrative Domain is a management domain where the related objects in it are all under the responsibility of one and only one administrative authority. Further issues concerning  the Management Administrative Domain is then the responsibility of that authority (i.e. dividing the domain into subsidiary domains). 

Management domains are resources which for systems management purposes are represented by managed objects.  A management domain possesses at least the following properties:

a name which uniquely identifies that management domain

identification of a collection of managed objects which are members of the domain

identification of any inter�domain relationships between this domain and other domains.

Management domains may or may not overlap.  When management domains created for the same purpose do overlap, special conditions may apply.

�In addition to the organizational requirement, administrative requirements exist.  These include mechanisms to:

establish and maintain the respective authorities of each management domain, to apply modification to their boundaries, and to organise the way in which some of them overlap; and 

manage the transfer of control of resources from one management domain to another. [c5 t 0224]

To meet such requirements, the Management Administrative Domain was defined. 

The ATN is very concerned with co-operation between its constituent parts.  This co-operation is key in achieving an agreed objective.  A model for the organization of a Management Administrative Domain has been  designed and focused on reaching this objective, which all ATN participants are recommended to adopt.  This model identifies the management functionality necessary to support the Quality of Service demanded by the ATN. The ATN Systems Management Model is derived from the OSI Systems Management Model, presented in ISO/IEC 10040.  An ATN System Management Model appears in the guidance material of the SARPS.

Naming and Addressing administration

As stated in Chapter 3, a well defined addressing plan has been established for the ATN, which meets the needs of a variety of aeronautical data communication user groups.  An administrator of a particular domain will have to follow this addressing plan.  

The general philosophy that underlines the assignment of ATN addresses is that the administration of the higher order address parts is performed by entities with a global scope, e.g. international organizations, such as ISO, ICAO and IATA. The further down in the hierarchical address structure one moves (i.e. the closer to tail of the address), the more the responsibility for address assignment and administration may be delegated to entities with a more restricted scope, such as regional, national or local authorities.  Figure 4.xx below illustrates all the different authority implicated in the plan.

�

1)	Authority may be further delegated to State authorities or aeronautical industry authorities.

2)	Allocation, assignment and administration activities may be transferred in parts or completely to the national State authority or aeronautical industry authority.

Figure 4.xx:	Responsible Addressing Authorities Illustrated for the Example of an ATN PSAP Address

A number of address fields of ATN addresses are expected to be registered and administered on a State level or by aeronautical industry authorities.  States are expected to assume full responsibility and administrative duties related to their own and/or delegated address space(s).

�The role of an address registration authority is to:

assign and make available unambiguous names and addresses

record definitions of the objects to which names and addresses are assigned.

Further details on the ATN naming and addressing plan can be found in the Appendix B of this document.

Ownership and Overall Administrative Issues

To simplify the overall implementation of the ATN ICAO has designated 6 World Regions.  However, co-ordination is required between communicating States to achieve initial ATM/ATN interoperability.  This effort may, in some cases, be undertaken without inter-regional co-ordination.  In other cases, inter-regional co-ordination may be required at the onset of the planning process.  Once system implementation has been planned, the actual implementation and on-going operation may require continuing inter-regional co-ordination.  As an example, one of the inter-regional activities would be to co-ordinate the alternate communication paths with neighbouring regions.

Deployment Strategy

As a precursor to the Transition Plan, the Network Operating Concept may define, in broad terms, the strategy for deployment of the ATN in the organisation’s environment.

The early deployment of the ATN in the form of pilot networks will contribute to the validation process and assist in validating the cost/benefits studies. Indeed, these pilot networks may be considered as the last step in the validation process (i.e. pre-operational experiments which led to prototypes) and as the fist step in the ATN deployment process (i.e. limited-scale operational implementations).

As States interconnect to the ATN, there will be an increase in the volume of traffic supported by the existing ATN infrastructures. This may lead some States already interconnected to upgrade their networks in order to face the traffic increase. The concept of an ATN Backbone was devised to address this type of problem through the creation of a dedicated, high bandwidth backbone to which other parts of the network connect. For States which carry through traffic on their networks, the allocation of dedicated facilities to the ATN Backbone will assist in reducing the impact of upgrades resulting from increased network traffic.. The availability of an ATN Backbone is  also particularly important to control the efficiency of the routing process in the context of mobility management. As a consequence, the ATN deployment process should evaluate the possibility of becoming part of the ATN Backbone.

Transition Planning

Having established an ATM Operational Concept and a Network Operating Concept, the next step in the implementation process is to plan for the transitions required by the ATM Operational Concept.

The need for transition planning applies to all parties involved in the provision of components of the ATN. It is essential that the plans of these various organisations be co-ordinated.

Clearly, given the diversity of systems currently in service, transition plans should address the issue of support for legacy systems.

The transition should be carefully planned so as to avoid degradation in performance.  The safety and performance that is apparent today should not be compromised at any point during the transition.

�The transition process should ensure that the aircraft will not be burdened with a multitude of electronics during a lengthy transition.  i.e. equipment for both AFTN and ATN;

It is important that the pace of the implementation of the different systems is co-ordinated between  States in order to ensure compatibility with users operating in multiple FIRs..  The world-wide co-ordination of these activities is necessary if the ATN is to be optimized.

Guidelines for transition to the new Communication system

The ATN should be implemented in phases;

If new application message processors and data link systems are implemented, they should support code- and byte-independent data transmission and be fully compatible with the ATN;

During the transition, States should co-operate on a bilateral and multilateral basis to ensure operation of the ATN meets the needs of international aviation and the States; and

States should establish procedures to ensure that both security and interoperability aspects of the ATN are not compromised.  

In order to manage the introduction of the ATN services, each region and state and organization will need to plan for the transition from the current infrastructure and procedures to those required for the operation of the ATN environment. The resulting plans will necessarily address the following issues:

Identification and Integration of existing infrastructure

The ATN architecture has been designed in such a way that an individual subnetwork need not have any ATN specific functionality, allowing existing communication systems to be used for the carriage of ATN messages. Similarly, in order to make use of ATM services, existing elements of the airborne systems may need to be integrated into the CNS/ATM environment on-board an aircraft.

It is expected that the initial transition to an ATN infrastructure will primarily be achieved through the integration of existing infrastructure into a homogeneous network. Existing infrastructure elements may include:

Existing Ground/Ground Networks

Existing Air/ground Networks

Existing Ground based Automation Systems

Existing Airborne systems

Identification and Integration of required new infrastructure

In addition to the exploitation of existing infrastructure investments, there will be a need for the integration of CNS/ATM specific infrastructure elements in order to allow organizations to make use of the new ATM environment. Such additional elements are likely to be in the areas of:

New Air/ground Networks

Enhancements to, or new Ground based Automation Systems

New Airborne systems

�Transitional Procedures

In order to allow a smooth transition to the CNS/ATM-1 environment, procedures will be required to address both technical and operational issues related to the concurrent operation with existing systems.

The CNS/ATM-1 Package provides the initial data communication services to be standardized by ICAO.  The applications for this first package were chosen to provide the most important services to the aviation community in the shortest time.  The supporting protocols were also chosen to provide the required minimum service while minimizing development and transition time.

States must consider  existing avionics, and ATN avionics in transition procedures.

ATN Transition Paths

A key component of the Transition Plan will be a description of the path to be taken in the implementation of the ATN. This should directly reflect the concepts described in the ATM Operational Concept including support for transition from legacy systems such as the AFTN.

The path taken by Air Traffic Service Providers will, in the main, involve some concurrently support or both the ATN and legacy systems either through continued operation of those systems or through providing access to users through gateways on the ATN.

Regional Co-ordination

When an Organization desires to make improvements to its communication infrastructure,  it can do it unilaterally, or in co-operation with one or more neighbouring communication partners. Improvement to the communication service between users, and with the format of the data to be exchanged between the users should be considered.  Neither service or data format concerns are trivial and neither can be resolved independently.  Communication between different Admin Domains and Routing Domains requires the structured architecture of the ATN.

Unilateral Approach

An Organization wishing to begin unilateral transition to the ATN must do so with two concepts in mind.  The first being that the ATN implementation must be done correctly to preclude problems when an adjacent Organization implements ATN.  Secondly, the transition must not affect the systems of adjacent Organization.�

�

Figure 3.1.3-1.  Unilateral ATN Deployment

AFTN Connectivity.   Figure  3.1.3-1 depicts a way to approach the unilateral type of implementation.  In the example, the ATN subnetwork is a packet network and provision has been made to connect with an adjacent Organization using the AFTN/ATN gateway.  Note that as long as AFTN terminals are used within State B it is necessary to maintain some type of AFTN message switching centre to support an AFTN message exchange.

Application Layer.  If an ISO application layer protocol is used to exchange messages within the State it would be possible to phase out international connections to the AFTN switching centre and use AFTN/ATN gateways for all international AFTN connectivity requirements.  OSI protocols could also be used to connect ATM systems supporting higher levels of automation (e.g. flight plan data, radar data, and OPMET data).

�Bilateral Approach

Figure 3.1.3-2  depicts a way to approach bilateral deployment between two adjacent States (A and B).  The concerns identified in paragraph 3.1.3.4 (ATN Transition Paths) apply.  In this case each State has agreed to upgrade their subnetworks and implement ATN routing between the States.  At least one ATN router is required for each State, which provides the inter-domain data exchanges required for the ATN. Based on network topology and cost considerations, the routers can be connected as shown or, alternately, a point to point circuit could be established between the two ATN routers.  A Permanent Virtual Circuit (PVC) is used to provide the logical equivalent of a point-to-point circuit between ATN routers to ensure that all data exchanged between the two subnetworks are subject to the policy based routing controls.  AFTN/ATN gateways are also needed to provide access to existing AFTN message switching centres.  Once the gateways are implemented, the international AFTN circuit can be discontinued.

�

Figure 3.1.3-2 Bilateral ATN Deployment

Application Layer.  If an ISO application layer protocol is used to exchange messages between the Organizations, the transition can be accomplished without regard to the AFTN.  AFTN message exchange would be accomplished via the AFTN/ATN gateway. OSI protocols could also be used to connect ATM systems supporting higher levels of automation (e.g. flight plan data, radar data, and OPMET data).

Routing Policy.  Deployment of ATN routers between administrations requires implementation of the appropriate routing information exchange protocol.  This protocol exchanges policy information concerning which end systems are allowed to communicate in the respective States.  Intra-domain routing, which is not policy based, is required when a routing domain is implemented within an Organization.

�Trilateral Approach

This approach, as shown in Figure 3.1.3.4 depicts one possible way three States could be interconnected using ATN routers.  The same concerns as identified in the bilateral approach apply.  In this example of a trilateral approach, an airline has become a Domain.  Another possibility is the implementation of a triangular trunk circuit interconnection.  It should be noted that ATN router implementations are based on policy routing principals that control which inter-domain exchanges are permitted.

�

Figure 3.1.3-3 Trilateral ATN Deployment

Training

In many areas there will be a need for extensive training, both from an operational point of view in terms of the use of ATM applications and from a technical point of view in the management and maintenance of the network.

Such training will be specific to the local implementation (e.g. for ATS automation systems, pilot HMI).

Operational Evaluation/ Interoperability Testing

The operational environment needs to include provisions for validating interoperability as developmental systems are integrated with existing operational systems and commissioned and/or certified for operational use. 

�A formal operational evaluation must be conducted whenever the ICAO CNS/ATM-1 Package is introduced within a region.  Formal means documented and agreed to by all stakeholders and authorities.  Formal also means scripted for a complete functional and performance validation.  Successful completion must also be agreed to and signed off by all stakeholders and authorities.

A typical operational evaluation involves multiple in-service revenue aircraft, as many pre-commissioned ground systems as there are states in the regions, and appropriate ATN internetwork facilities .  The aircraft are assumed to have received a certification covering the CNS/ATM-1 avionics.  Actual operational controllers are requisite to operate  the pre-commissioned ground systems.

After the first ATN operational implementation is successful within one ICAO region, the next and subsequent regions implementing ATN have a more complex and demanding task, namely interoperability with the existing operational ATN infrastructure.  A second or subsequent ICAO regional ATN implementation cannot be allowed to operate independently, but must demonstrate interoperability and be approved by the existing operational ATN internet community of users.

Commissioning 

An ICAO  global approach to certification and commissioning must be agreed to whereby ATN aircraft certified to operate within one ICAO region need not be re-certified to fly in another, newly commissioned ICAO region, and new ICAO regional implementations are approved by the regional bodies already operational before going operational.

In order to protect the integrity of the existing system, subsequent air and ground implementations must establish interoperability with the existing operational system (including ground systems and aircraft) prior to commissioning.  As a result, aircraft will be subject to a single certification process.

ATN Regional Implementation

There are six (6) formal ICAO regional planning groups covering the nine (9) ICAO regions (Africa, Asia, Caribbean, Europe, Middle East, North America, North Atlantic, Pacific and South America) world-wide:

African Planning & Implementation Regional Group (APIRG)

Asia Pacific Air Navigation Planning & Implementation Regional Group (APANPIRG)

Caribbean South American Planning & Implementation Regional Group (GREPECAS)

European Air Navigation Planning Group (EANPG)

Middle East Air Navigation Planning & Implementation Regional Group (MIDANPIRG)

North Atlantic System Planning Group (NATSPG)

In addition, Canada, Mexico and the United States under the North America Free Trade Agreement (NAFTA) are doing regional ATN planning.  It is expected that the ATN will become operational within a single region initially, to be followed by other regions at a later date.  Issues of interoperability become significantly more complex with the second and subsequent regional implementations.

Co-ordination of ATN implementation plans among the airspace providers (i.e., states), airspace users (i.e., commercial airlines, military, general aviation, etc.), and network service providers (i.e., public data networks and International Communication  Service Providers) is critical to the success of any regional ATN implementation.  Even more important is the issue of commitment to a given co-ordinated plan as recent history is replete with examples of slipped schedules and/or changes in direction causing untold monetary losses due to the inability to achieve a total system implementation with benefits.

�Appendix A is a matrix of sample information pointing to regional ATN planning documents and regional ATN related activities at publication time.

� Appendix A



ICAO REGIONAL PLANNING DOCUMENTS AND ATN RELATED ACTIVITIES 



African Planning & Implementation Regional Group (APIRG)

Asia Pacific Air Navigation Planning & Implementation Regional Group (APANPIRG)

Canada, Mexico and the United States

CANADA/MEXICO/USA CNS/ATM IMPLEMENTATION AND TRANSITION PLAN

DRAFT 4.0  March 4-7, 1996  CAN/MEX/USA CNS/ATM WG/2  El Paso, Texas

Caribbean South American Planning & Implementation Regional Group (GREPECAS)

European Air Navigation Planning Group (EANPG)

EATCHIP, European ATC Harmonization and Integration Program, 

European Commission Project (EOLIA and ProATN projects)

Middle East Air Navigation Planning & Implementation Regional Group (MIDANPIRG)

North Atlantic System Planning Group (NATSPG)

ATN Systems, Inc. formed in July 1995 by eleven US airlines enters into a $22 million cooperative agreement with US FAA to acquire avionics ATN router reference implementation and conformance test suite, and to conduct an operational evaluation among single airplanes from consortium members and the NATSPG member states in 1998.

North Atlantic Unified Trials:

	ADS EUROPE  and  AVPAC/DUTCH Initiative
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NAMING AND ADDRESSING PLAN SUMMARY



1. Name and Address Allocation

1.1 Address Allocation Principles

The general philosophy that is underlying the assignment of ATN addresses is that the administration of the higher order address parts (i.e. the address domains which are close to the root of the hierarchical structure) is performed by entities with a global scope, e.g. international organizations, such as ISO, ICAO and IATA. The further down in the hierarchical address structure one moves (i.e. the closer to tail of the address), the more the responsibility for address assignment and administration may be delegated to entities with a more restricted scope, such as regional, national or local authorities. This means that the initial part of each ATN address (i.e. the address prefix) is administered on an international level, the tail of the address is administered locally. Furthermore, this means that the process of allocating an address to an ATN object involves several authorities at different levels.

�



1)	Authority may be further delegated to State authorities or aeronautical industry authorities.

2)	Allocation, assignment and administration activities may be transferred in parts or completely to the national State authority or aeronautical industry authority.

Figure B-1:	Responsible Addressing Authorities Illustrated for the Example of an ATN PSAP Address

Figure B-1 illustrates this distributed responsibility for address allocation using the example of the PSAP address of an ATN air/ground application. This type of address is composed of 11 consecutive address fields comprising a total length of 22 bytes. According to the ATN addressing plan, address values within the first two fields (AFI and IDI) are assigned by ISO, within the next field (VER) by ICAO, within the fields four to six (ADM, RDF, ARS) by ICAO and IATA and within the fields seven to nine (LOC, SYS, NSEL) by State authorities and aeronautical organizations. Administration and address value assignment for the last two fields (TSEL, PSEL) will be done locally.

It should be noted that, due to this hierarchical structure, each addressing authority manages an own addressing space. This addressing space is composed of those address values which establish the complete set of values to be constructed within the fields for which this authority is responsible. The registration authority for this address space is responsible to allocate and register addresses within this address space. The address space of this authority is linked into the overall ATN addressing space by appending the allocated values to the address prefix allocated by the superior address authority (i.e. the previous address fields).

The address registration function for the higher order fields of ATN addresses has already been partially performed in parallel to the development of the CNS/ATM-1 SARPs. As a result of this, the values of the address prefix up to and including the RDF field (i.e. bytes 1 through 9 in Figure 2.1-1) of ATN addresses for ATSC systems are registered with ISO and ICAO and use either existing, already established international registers or are published in Subvolume 5 of the CNS/ATM-1 SARPs. In this sense, the CNS/ATM-1 SARPs constitute in itself an international address register.

1.2 BIS Name Allocation

Names in CNS/ATM-1 follow the principle outlined in ISO/IEC 7498-3.  The name is an AE-title.  The AE-title is an AP-title plus an AE-qualifier.  The AP-title is derived from the 24-bit ICAO ID for aircraft, and the eight-character ICAO facility designator for ground assets.  Thus, both of the AP-title sources already have registration authorities in place.  The AE-qualifier is expressed as an three-character string that is standardized in ATN.  The current registration authority for the AE-qualifier is expressed in the CNS/ATM-1 SARPs, Sub-Volume 4, Table 3-1.

In Figure 3..3-1

The TSAP selector  (TSEL) may be one or two octets.

The SSAP selector (SSEL) should be expressed between the TSEL and the PSEL.

Note: MHS utilizes the PSEL and SSEL. The ATN ULA uses nil upper-layer selectors.

1.3 Responsibilities of Administrations

As illustrated in Figure 3.3-1, a number of address fields of ATN addresses are expected to be registered and administered on a State level or by aeronautical industry authorities. Furthermore, provision are made in the CNS/ATM-1 SARPs which foresee the delegation of the administrative responsibility for address assignment by ICAO to State authorities or aeronautical organizations.

Thus States are expected to assume full responsibility and administrative duties related to their own and/or delegated address space(s). The practical effect of this is that States, doing so, must establish the necessary administrative structure to carry out allocation, assignment and administration activities for ATN addresses, i.e. to place into operation an address (and naming) registration authority.



The role of an address registration authority is to:

assign and make available unambiguous names and addresses

record definitions of the objects to which names and addresses are assigned.

This includes activities such as:

receiving proposals for register entries from applicants� 

processing received proposals for register entries, i.e. effect any necessary rationalization or co-ordination of these proposals, such as check of responsibility of registration authority, verification of the qualification of the applicant, verification of the compliance of the proposal with the relevant provisions in the ATN SARPs

recording names/addresses for each register entry that is accepted in accordance with the specified procedures for a register entry

conveying the results of the registration, i.e. the decision taken on the proposal, to the appropriate applicant, and

promulgating the register entries within its sphere of responsibility according to specified procedures and in a specified form.

A State or organization may chose to delegate its responsibility for its own address space to another State or organization if it does not wish or if it is not practical to establish an own addressing authority and to carry out own administrative registration activities. States may even opt to delegate this responsibility back to ICAO. In the case of delegation of addressing authority the respective State(s) or organization(s) have to assume full administrative duties related to the delegated responsibilities. Appropriate interstate arrangements have to be established on a mutually agreed basis which cater for this transfer of authority.

Beside acting as addressing authority for a given portion of ATN addresses, the role of ICAO in the area of naming and addressing is one of international co-ordination, advice and consultation. Thus, ICAO may be expected to provide counsel to States and organizations having assumed such delegated responsibilities, in order to ensure that address administration is carried out in a manner that supports the orderly and efficient operation of the global ATN.

Assigned and registered addresses have to be promulgated in order to enable  communication partners to set up communication with the respective ATN system. The form how this address information is conveyed may reach from bilateral exchange of address registers on an "as-needed" basis to regular publication of official directories to a broad community, based on the individual security and reachability requirements of each participant in the ATN. (This promulgation of address information, which is a pure administrative matter and will most likely result in appropriate static configuration of ATN systems, should not be confused with the dynamic distribution of address information by routing protocols during ATN operation).

1.4 Address Allocation and Efficiency of ATN Operation

It is important to understand and to consider the impact of address assignment strategies on the quantity and frequency of exchange of routing information in the ATN, when performing the administrative role of an address authority. Routing information exchange efficiency may be adversely affected without due caution in the process of assigning network addresses.

In order to achieve the expected benefits concerning the reduction of address information in the routing traffic, in particular over severely bandwidth limited air/ground data links, co-ordination of address assignments within a region and/or a State will be required. This means that there may be the need for a centralised form of address allocation within a given region (at least related to air/ground communication objects). This might have the consequence that States have to delegate the responsibility for administration of a subset of their ATN systems to another State or organization.

More detailed information and guidelines on address assignment in support of routing information exchange reduction can be found in the Guidance Material to the ATN SARPs.

1.5 Planning Aspects

It is important to consider that the establishment of an addressing and registration authority has to be planned and prepared well in advance to the operational phase of the concerned ATN systems. First, rules and methods for the registration process have to be defined and established and co-ordination with adjacent States or organizations may be required which have already reached a more advanced stage of their registration process. Secondly, addresses have to be assigned and these assignments have to be communicated even in the early phases of ATN deployment, when there are probably only some few ATN systems. Address "allocation" on a more or less random basis during these initial experimental and test phases should be avoided, as it is cumbersome to cancel existing assignments and re-allocate addresses to objects, if the overall ATN has reached a certain population. This is mainly due to the fact that the impact of such a re-allocation is not limited to the concerned object/system but impacts all its communication partners.



� According to ISO 7498-3, network layer entities are both named and located by their NET

� An applicant may be an ATS authority, a supra-national ATS organization, an airline, an aircraft operator, an aeronautical communication service provider or any other aeronautical industry organization.
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