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Foreword





The objective of this document is to provide a high level planning reference of the worldwide evolutionary implementation of the Aeronautical Telecommunications Network (ATN).





�PRIVATE ��Document Overview.�tc  \l 2 "	Document Overview."�  This document is in seven (7) parts:





Chapter 1:  	An overview of the Chapters presented in the World Wide Plan.





Chapter 2:  	An executive summary of the topics presented in the World Wide Plan, providing the highlights and tone of the document.





Chapter 3:  	Provides the background information on the ATN.  It includes the shortcomings of the present system, a future outlook, and improvements to ATM.





Chapter 4: 	Highlights the benefits associated with the implementation of the ATN.  It has been divided into the main benefits for: CAAs, Airlines and Regional Planning Groups.  





Chapter 5: 	Overviews the technical components of the ATN including its functionality and overall systems concept.





Chapter 6: 	Plans different approaches that may be considered for the implementation of the ATN.





Chapter 7: 	Overviews the issues surrounding management and administration of the ATN.


�
EXECUTIVE SUMMARY�tc  \l 1 "EXECUTIVE SUMMARY"�





The Aeronautical Telecommunications Network Panel (ATNP) is responsible for the development and technical aspects of the Aeronautical Telecommunication Network (ATN).  This World-Wide Planning document has been developed with the guidance of members of ATNP to define the migration procedures from the existing systems and methods of Air traffic Management (ATM) to the robust internetwork of the ATN.  The internetwork is comprised of the interconnection of computers with routers and gateways via real subnetworks.





To overcome the present limitations in Air Traffic Service (ATS) and to optimize airline operations on a global basis, it is necessary to implement the ATN (for the benefit of future ATM and ATS services).  This network has been designed to be capable of  ground/ground networking systems as well as air/ground mobile networking solutions.  The overall purpose of this document is to provide Senior Technical Managers within individual States and groups responsible for the development and implementation of the ATN, with an overall planning document to promote the harmonious migration towards the ATN internetwork.





The strategic objectives of the ATN network infrastructure will be to provide state of the art communications for the following user groups: 1) Air Traffic Services (ATS), 2) Aeronautical Operational Control (AOC), 3) Aeronautical Administrative Communications (AAC), and 4) Aeronautical Passenger Communications (APC). The planning considerations for these groups will occur on a flexible timetable as the World Wide Plan allows each State and region to implement the ATN in a series of steps at their own pace. The document is not intended to substitute for regional plans, but to provide general guidelines that serve as the basis for ATN related regional planning activities and the production of detailed implementation plans.





The realization of a system capable of satisfying the above principals requires the adaptation of existing procedures and facilities, as well as the development of new ones.  This document identifies the structure of the future data communication requirements for air traffic management (ATM) systems.  The Standards and Recommended Practices (SARPs) for the ATN are due to be completed during the middle term of the Future Air Navigation System (FANS) Evolution plan.  The SARPs will provide guidance for a variety of alternative configurations for the planned network and application environments to support the transition, and interoperability between the existing and future ATM systems.  These guidelines should be used by Regional Planning Groups and individual States to migrate to the ATN.





The overall benefits that evolve from the implementation of the ATN have been addressed in this document.  These substantial benefits are divided into three groups that prove the value added to ATM by the ATN : 1) benefits to CAAS, 2) benefits to airlines, and 3) benefits to regional planning groups.   





The technical overview included in this document compiles a brief description of the ATN from a functionality and concept perspective.  The Domain structure, naming and addressing and functional model of the ATN are described.  In addition, the components of the ATN (end systems, intermediate systems and gateways) have been introduced.





Alternative considerations, administrative matters and network management information essential for each State to address the numerous aspects of this development effort are also identified.  While implementation details may vary around the world, the different elements of the ATM systems must be treated as integral parts of the global system.


Introduction





3.1. Background 


�PRIVATE ���tc  \l 2 "	Background."�In the early 1980's, civil aviation providers and users recognized the increasing limitations of the present Communications, Navigation and Surveillance (CNS) and Air Traffic Management (ATM) systems.  They also became aware of the need to make improvements to overcome the present limitations of the system and to meet the future requirements for aeronautical telecommunication services. In 1983, the council of ICAO established the Special Committee on Future Air Navigation Systems (FANS) to study new concepts and make recommendations.  The concept produced a system that would overcome current and foreseeable problems and advance aviation into the 21st century.  At the 10th ANC Conf, the committee proposed an CNS/ATM plan, including the use of Aeronautical Telecommunications Network (ATN) concept that had been developed by the ICAO SICAS Panel.


The ATN as a world-wide data network enables aircraft to communicate via satellite, VHF, HF, and Mode-S SSR air-ground subnetworks with ground Air Traffic Services (ATS) and Aeronautical Operational Control (AOC) centres.  In addition,  high capacity data exchange is provided between ATM systems and between systems operated by airline operators, service providers and other ATM systems. A panel of technical experts was appointed by ICAO to develop the standards and recommended practices (SARPs) for the various parts of the ATN.  The first issue, CNS/ATM 1 Package SARPs is presented in association with this document.


The ATN environment consists of avionics, air/ground and ground/ground subnetworks and Air Traffic Service facilities.  The separate subnetworks offer the greatest flexibility in design, management, and control of each independent subnetwork.  They also allow each subnetwork to be optimized for use in its own environment.


The ATN is based on the ISO/OSI-based data communication model which offers an open architecture supporting interoperability between different computer systems and peripherals.  The universal use of the OSI model enables the development of a homogeneous global network, essential for supporting the exchange of all foms of aeronautical information on a global basis.  Ultimately, it provides a seemless transfer of data between various networks.  A further benefit of the open systems approach is the greater freedom  afforded in the selection of new and innovative products 


	 


3.2. Purpose of the Document





The purpose of this document is to provide an evolutionary implementation planning document for the ATN.  It is intended to provide guidance, at a senior technical level,  to States, Regional Planning Groups, Air Carriers, International Aeronautical Service Providers (IASP) and other interested parties.  This will assist them with the detailed  implementation planning steps necessary to upgrade current ATM systems to a fully ISO/OSI compliant bit-oriented network (ATN) capable of meeting the requirements of the CNS/ATM system.  This document is focused to present, in a simple manner, the following points:


- Why ATN?


- What is ATN?


- What are the benefits?


- What are the time scales? and 


- How do we get there?


�
3.3. Air Traffic Management (ATM) Improvements


�tc  \l 2 "	Introduction."�In order to fully exploit automated ATM systems, a global data networking infrastructure must be implemented,  which will support the internetworking of state-of-the-art computer systems operating in fixed ground-based and mobile aircraft-based locations.  The key to success in developing and implementing this new internetwork infrastructure is the recognition that:





increased use of distributed ATM automation requires an increased level of computer-to-computer data communications, including data communication between aircraft-based and ground-based computers serving fixed and mobile users;





increased levels of distributed ATM automation requires a more richly-connected and more flexibly-configured data network infrastructure than exists today, both in aircraft-based and ground-based environments; and





real success in ATM automation can only be achieved when aircraft-based computer systems are designed and implemented as data processing and networking peers to their respective ground-based computers, rather than continuing in their current role as aircraft terminals attached to ground-based hosts.


3.4. Shortcomings of the Present System


The introduction of the CNS/ATM concept paves the way for new concepts and more technologically advanced systems to be introduced into the Air Navigation System.


It is clear that many of these new systems and technologies will result in increasing need for efficient and effective data communication services.


The composition of the present communication systems vary significantly between regions. In particular, the FANS-1 Package (soon to be introduced in the Asia-Pacific region) represents a different baseline than that faced in the North Atlantic and Continental Europe and United States.


The various existing systems may be categorized in terms of either: i)  the non data-link enviroment, or ii) the availability of data-link services.


3.4.1. Non Data-Link Environment


Such systems are not capable of carrying this projected traffic flow.  The current flow of information can be viewed from various aspects; Air/Ground information flow, Ground/Ground information flow.


Air/Ground Information Flow�tc  \l 3 "	Air/Ground Information Flow"�.  Current Air Traffic Management surveillance systems (voice position reports and primary and secondary radar data), as well as airlines voice communications,  are constrained by the limits of VHF radio and radar systems.  Existing Air/Ground communication systems, based primarily on voice exchanges on VHF, are also restricted by limited range, and by the inherent inefficiency of voice.  The proposed ATN will provide major improvement in Air/Ground information flows through data systems such as Automatic Dependant Surveillance (ADS), Controller Pilot Data Link Communications (CPDLC), Flight Information Services (FIS), Airline Operational Communications (AOC) and Airline Passenger Traffic.  These information  flows will be routed through Satellites (SATCOM), HF Data Links, VHF Data Links and Mode S Radars Data Links.


�PRIVATE ��Ground/Ground Information Flow�tc  \l 3 "	Ground/Ground Information Flow"�.  The implementation of medium speed AFTN circuitry has provided improvements to data integrity and speed of service for traditional, character-oriented message traffic.  The actual structure does not support the effective interconnection of ATM processors requiring direct logical bit-oriented connectivity between applications.  The current configurations lack the flexibility and logical connectivity required to support planned CNS system implementations.  Essentially, the ground/ground networks are progressing along two or more parallel paths;  one for store and forward message exchange, and one for interactive data exchanges.  Interface elements, such as gateways, should be employed as the initial building block for progressing towards the ATN infrastructure.





3.4.2. Data-link Environment


The FANS-1 baseline addresses a number of the shortcomings of the of the voice communications oriented baseline.  Specifically, it introduces ADS and CPDLC services utilising the ACARS Air/Ground infrastructure.  There are, however, some common shortcomings with respect to the Ground/Ground information flow as there are no Ground/Ground services provided by the FANS-1 Package.  There are also some shortcomings which are unique to the FANS-1 environment.  Finally, the use of the ACARS infrastructure introduces some performance limitations in both bandwidth and end-to-end delays.   Moreover, the limited choice of service providers and the consequent limited control over routing policy results in limited control over the cost of offering the service. 





�PRIVATE ��3.5. Future Implementation





As the full implementation of the ATN will be a complex process, in order to minimize risks, the ATN will start up in small transitory steps.  These steps will consist of cost efficient ATN setups beginning with  participating states.  Air/Ground data links and applications will also be developed and implemented.





The ATN is quickly gaining momentum.  It is now the responsibility of the States, International Organizations and ICAO to ensure that the CNS/ATM implementation happens in a timely and cost effective manner.  The Standards and Recommended Practices (SARPs) answer all technical questions and dilemmas to help the transfer to, or the setup of, the ATN within any State.  





It is necessary that States design plans not only on what is to be done,  but how and when it must be accomplished.   Those who will approve the investments will first need to recognized that the invested capitol will be returned via benefits achieved and within a reasonable time period.  ICAO currently has mechanisms that can contribute to the implementation of the global plan which should be used to avoid unnecessary duplication.





�PRIVATE ��3.6. CNS/ATM Evolution


The benefits of the CNS/ATM concepts will be realized over several sequential and incremental steps.  To accomplish this, the SARPs will be provided in packages labeled CNS/ATM�x, where “x” is a designator signifying the package number, the first of these packages being labeled “CNS/ATM�1.”  The CNS/ATM SARPs will include provisions to minimize the impact of change as we migrate towards a full CNS/ATM system.


The CNS/ATM SARPs will be implemented involving different states/organizations throughout the world.  Initially, islands of internet communication services and application processes will exist within regions and states.  These SARPs need to be implemented to facilitate inter-regional and inter-state activities as we move towards a global data communication system.


The CNS/ATM SARPs will be implemented throughout the world over a period of time such that airspace users will be operating different aircraft with different capabilities within a region or state.  The air traffic services and associated equipment and procedures need to be capable of recognizing aircraft with different capabilities.


In addition to new functionality, subsequent CNS/ATM packages may include enhancements to existing functionality based on lessons learned from implementation of previous packages.  An infrastructure for tracking operational improvements is needed to coordinate between regional planning groups, operational panels, and technical panels.


�
BENEFITS DERIVED FROM THE USE OF THE ATN





The anticipated benefits of the entire CNS/ATM system will depend on resolving issues such as the ground infrastructure, implementation of global standards, improved operating procedures, and, above all, the ability to achieve a timely payback for investment.  The significant enhancements that are introduced to the communication, navigation and  surveillance systems result in improved data handling and transfer among operators, aircraft and air traffic service providers.   Global navigation, non-precision approach capabilities, extended surveillance by ADS and advanced ground based data processing will all flow from the implementation of the ATN.  The benefits to specific groups combine to provide overall benefit to the aeronautical community. The implementation of the ATN infrastructure creates numerous Benefits that are an integral part of the CNS/ATM system.   They will be discussed in three different categories: Benefits to CAAs, Benefits to Airlines and Benefits to Regional Planning Groups.  


Benefits to CAAs


States that will be implementing the ATN, along with the new CNS/ATM system, will benefit from technological advantages, costs benefits and significant advancement for both Air/Ground and Ground/Ground systems.


Air/Ground Services


The implementation of the ATN facilitates implementation of Air/Ground applications such as Controller Pilot Data Link Communication System (CPDLC) and Automated Dependent Surveillance System (ADS). These systems require the use of air-ground data links that are not provided by the current system. The ATN also allows the interoperable use of different types of Air/Ground Subnetworks, e.g.VDL, HF, Mode S and AMSS (satellite), whereby the subnetworks are selected in a way transparent to the application.“





Oceanic traffic will benefit greatly from the availability of these data links,   The use of the ATN will allow an aircraft flying over oceanic territories  to be within reach of the appropriate oceanic Air Traffic Control Centre. Quality of Service (QOS) techniques will be applied, based on performance and costs, to allow for the selection of   the best link available for Air Traffic Control.


Using the ATN for Air Traffic Management will improve the efficiency of the ATS system and support increased  automation of the ATC system.  Improve conflict detection and resolution can be anticipated.  The system will be able to adapt dynamically to changing traffic patterns, allowing accommodation of preferred flight profile.  The improvement and automation of the ATM using ATN, will ensure a high level of safety and permit a reduction in separation between aircraft, increasing traffic density and improving revenues.  


Ground/Ground Services


The implementation of the ATN network for Ground/Ground applications will bring many benefits to a CAA.  ATN will provide better network flexibility, with dynamic adaptation to changes in routing policies and  agreements, and in the development of the network.  The data transmission speed will be increased, providing room for future improvements, like automation and inclusion of more services to Air Traffic Control Centres.


The ATN will help with the standardization process that will facilitate connectivity between ATC systems, and support the seamless transition between Flight Information Regions (FIR’s).  The ATN will provide communication between ATC Centres for ATC type messages, and between ATC and AOC centres, for various other messages (e.g.weather, flight plans, etc.)


4.4 Benefits to Airlines


The implementation of the ATN by the Airline industry will facilitate the implementation of bit oriented data link applications.  Rapid and reliable world wide communications capabilities will offer opportunities for improved air traffic services and for revenue generating customer services.  


4.2.1 Ground/Ground Services


The Ground/Ground Benefits that will be seen from the perspective of the airlines themselves are proprietary to the individual company.  A large percentage of airlines own and operate their Ground/Ground networks to suit the particular needs of the organisation.  The ultimate benefits at this level are the common networking capabilities that will help certain airlines that have not been able to provide appropriate Ground/Ground networking support.  In addition, the airlines will benefit greatly from replacement of their legacy networks with modern networks in the area of data link communications among the aeonautical community of users.  Also, the airlines will benefit from better communications with ATC for flight plan negotiation, weather sharing, etc.


4.2.2 Air/Ground Services


The use of ATN for Air/Ground data link will provide improved Data transfer capability, giving the  opportunity to use CPDLC and ADS for Air Traffic Control purposes.  This will give an aircraft the choice of Data Link (Satcom, Mode S, HF) and the choice of a preferred Flight Profile.  ATN will help with the improvement of four-dimensional navigation accuracy for Air Traffic Services, the adaptation and change to traffic patterns and the reduction of separation between aircraft.  These improvements will permit higher traffic density, especially over oceanic routes, while improving air safety.  A Flight Information Service (FIS) option is also available, which will provide an information data base on weather, runway condition and other applicable operational information.  It  will be transmitted through Air/Ground Data Link, limiting the conversation between the pilots and the Air-Traffic Controllers, and providing accurate information with constant updates.


The ATN will also provide Air/Ground data links between Aircraft and AOC centres.  This will allow AOC, ATC and Aircraft to exchange information concerning facilities when landing, next flight information, pre-departure clearance, etc., thus allowing savings in time and costs, while making the system more efficient.


Benefits to Regional Planning Groups


The implementors and users of the ATN are more likely to experience the benefits it brings once global implementation is completed.  This becomes one of the main concerns of the Regional Planning Groups.  These groups, although focused on their immediate area of responsibility, have concern for interoperability between aircraft and controllers from different regions.


�
ATN TECHNICAL DESCRIPTION


ATN Functionality


As discussed in Chapter 3, the ATN is based on the ISO/OSI data communications model, however, the ATN goes somewhat beyond the current boundaries of the OSI model in some areas. In particular, the ATN has been designed to support mobile communications. That is, it supports communications with systems whose physical locations are not fixed, but are likely to change as time passes. The obvious example of such a system is that of an aircraft which is frequently changing its position.


The need to support mobile communications introduces a range of demands on the communications network above and beyond those catered for in the standard ISO/OSI model. From a data communications users point of view, however, the ATN simply offers a reliable, error free communications service between two computer systems, be they of fixed location as would be the case for an Air Traffic Management system, or be they mobile in nature as is the case for a suitably equipped aircraft.


The ATN as a physical system is distinguished from other data communications systems by the following features:


It is specifically and exclusively intended to provide communications services for the aeronautical industry,


It provides transparent communications services both between connected ground systems and airborne systems and between multiple connected ground systems,


It provides a communications services which meets the security and safety requirements of ATSC and AINSC applications, and


It accommodates differing classes of service demanded by the various ATSC and AINSC applications.


� EMBED ShapewareVISIO20  ���


Figure 5.� SEQ Figure \* ARABIC �1� ATN Data Communications Environment


Figure 5.1 shows the basic structure of the ATN; there are a number of key points illustrated by this diagram:


The primary infrastructure component of the ATN is the subnetwork. A subnetwork may be defined as an independent communications network based on a particular communications technology (e.g. X.25 Packet Switch Network) which is used as the physical means of transferring information from one point to another.


Subnetworks are connected to one another via an ATN Router. The Router is responsible for interpreting the ATN addresses and for forwarding the message towards its destination via the appropriate subnetwork.


Access to the ATN is gained via a subnetwork. Such a subnetwork is called an access subnetwork. Such a subnetwork may be as simple as a direct X.25 connection to the ATN Router, however it would more typically be a Local Area Network to which the ATN Router is connected.


A variety of air-ground subnetwork technologies provide the possibility of multiple data paths between the airborne and ground systems.


The ATN supports communications between Airline and ATS systems; between Airline and aircraft systems and between ATS and aircraft systems.


ATN Components


As shown in figure 5.1, the ATN is comprised of a collection of various components; each of these components is discussed below.


Subnetworks


Subnetworks may be classified as either Ground/Ground (fixed) or Air/Ground (mobile) subnetworks. It should be recognised that a subnetwork does not possess any ATN specific functionality. i.e., the subnetwork simply carries messages from one point to another without any regard given to the contents of those messages. This concept of encapsulation is essential to the versatility of the ATN; as there is no ATN specific functionality required within the subnetwork, existing fixed and mobile networks may be used as subnetworks within the ATN, thereby greatly reducing the initial set-up cost of the ATN infrastructure. Furthermore, this same property facilitates the smooth integration of new communications technologies as they become available in the future.


ATN Routers


The ATN specific functionality is implemented by the End Systems which host the applications which use the ATN communication services, and the Intermediate Systems, otherwise known as Routers which are responsible for interpreting the ATN addresses encapsulated in the message header and for forwarding the message towards its destination. The router does this by forwarding the message to another router via the appropriate subnetwork. The choice of the appropriate subnetwork to be used is typically based on connectivity, security and quality of service considerations.


The key difference between an ATN Router and a standard OSI Router is the support provided for mobile communications. Clearly, as an aircraft moves, the path through the network which must be taken to reach that aircraft will change. The ATN supports a dynamic routing process which allows the route information possessed by each router to be updated, both as a result of the movement of mobile systems such as aircraft and as a result of other changes in the network topology due to failures, maintenance activities etc.


ATN End Systems


As mentioned above, the ATN End System allows applications to access and use the ATN va an access subnetwork. Figure 5.2 shows the constituent elements of both the ATN End System and Intermediate System as defined in the CNS/ATM-1 Package SARPs. 


� EMBED ShapewareVISIO20  ���


Figure 5.� SEQ Figure \* ARABIC �2� OSI/ISO Reference Model


Gateways


To be defined


Naming and Addressing


The ATN Naming and Addressing Model is based on part 3 of the OSI Reference Model (ISO 7498-3) , which provides for the unambiguous identification of applications within an End System, and other OSI functional entities. Names are necessary to uniquely and unambiguously identify some object, while addresses are necessary to locate an object.


In the ATN, there is a need to name the following objects:


ATM Application Entities (AEs)(Application Entities are  represented in the OSI Reference Model of applications), they identify and communicate with each other.  (Application Entities represent the communications aspects of applications in the OSI Reference Model);


Network Layer Entities, which support the routing protocols;


Systems Management Application Entities (SMAEs); and 


Routing Domains and Routing Domain Confederations, which control route propagation.


[Note to editor - need to address which objects need addresses; refer to Klaus Peter]


Addresses are used both by the Intermediate and  End Systems to deliver messages to the destination object.


ATN Communication Modes


Communication of messages throughthe ATN may be achieve using either of two communications modes:


Connectionless Mode


Connection Oriented Mode


The connectionless mode approach transfers each protocol data unit (PDU) between end users with no explicit association among the various PDUs required for transfer of the user's message. The connection mode approach establishes a relationship between communicating processes to logically associate the sequence of PDUs containing each interprocess message.  This requires one transfer of source and destination addresses and QoS parameters, in order to establish a connection.  Data PDUs are then transferred using the connection identifier in place of the addresses and QOS parameters required in the PCI field for connectionless mode operation. Connection mode operation generally requires less network bandwidth for an ongoing peer�to�peer communication session than connectionless mode operation, since address and QOS information are transferred only once per connection. On the other hand, connection�mode operation requires more sophistication within the communication nodes, since each node supporting a connection must retain the address and QOS information transferred at the time of connection establishment, as well as state variables indicating the relative status of the packet stream for that connection. [c3 t 0270]


ATN Physical and Administrative Structure


In order to simplify the implementation of large OSI networks, ISO has defined a Routing Framework which allows large scale networks to be designed and built in a modular fashion. This Routing Framework is applied to the ATN in order to provide the required structured approach to routing. The OSI Routing Framework, as applied to the ATN, is illustrated in Figure 5.3, and introduces two functional entities: the OSI Administrative Domain and the OSI Routing Domain. The ATN is designed to accommodate a very large number of Intermediate Systems (consider that each aircraft will contain an Intermediate System) and a structured approach is necessary in order to develop a routing strategy.


Administrative Domains


An administrative domain is comprised of the End Systems, Intermediate Systems and Subnetworks operated by a single organization or administrative authority.  This administration authority can be a CAA, Air Carrier, an International Aeronautical Service Provider (IASP) or even an Aircraft (Mobile Domain).  The communications within an administrative domain  occur with a significant degree of trust between these systems.  Conversely,  inter-administrative domain communications cannot assume a comparable level of trust and have to have negotiated policies between two adjacent domains.


�\EMBED Designer \s \* MERGEFORMAT ���FIGURE 5.3: ATN DOMAIN STRUCTURE


Routing Domains


A Routing Domain is a set of ISs and ESs bound by a common routing procedure,  more specifically they use:


the same set of routing metrics;


compatible metric measurement techniques;


the same information distribution protocol; and


the same path computation algorithm.


 [c5 t 0170]


A Routing Domain is always wholly contained within a single Administrative Domain, while an administrative domain wholly encompasses one or more routing domains. [c5 t 0180]


Dividing an Administrative Domain into several Routing Domains offers the following advantages:


robustness of routing is increased because of modularity and of independence between Routing Domains


it is possible to distribute control between different organisational entities, along the boundaries of Routing Domains


it is possible to use a Routing Domain specific routing algorithm inside each Routing Domain; and


the size of the Administrative Domain is theoretically unlimited owing to the fact that each adjacent Routing Domain may be small enough to be handled by a single routing algorithm.


�
 Planning and Approach Considerations





6.1. Implementation Plan





The ATN requires an extensive global concept involving standards, agreements and international co-operation.  In order for this comprehensive network to be implemented effectively, an implementation plan should be designed and followed by the participants.





The implementation plan provides guidelines to help Aeronautical Organizations to implement  the ATN in a manner that will eliminate overlapped work and will promote idea and resource sharing.  It provides scheduling, proposes potential scenarios and states the constraints and conditions associated with the implementation of such a large communication network.





Aside from planning for the installation of equipment, the issues that will require planning and co-ordination for the ATN on a global scale are:





	1)   routing;


	2)   Quality of Service (QOS);


		3)   network congestion and network flow control;


	4)   network monitoring;


	5)   problem resolution;


		6)   technical advice, educational service, and registry;


		7)   product certification and conformance testing;


	8)   security;


	9)   accounting; and


	10) regulatory issues.





6.2Participation





A participant in the ATN is any Organization that will send, relay, or receive ATN messages.  The Participants include groups such as: a State (CAA), an Airline, an ICAO Regional Planning Group or an International Aeronautical Communication Service Provider (IACSP).





Each Organization will play a major role in the implementation of the ATN.  Organizations that participate in the process outlined by this plan will  have numerous on-going and contiguous roles.  They should participate through feedback, comments and technical contributions in the following areas:





	1) network requirements assessment;


	2) strategic planning;


	3) network design and SARPs development;


	4) configuration development, implementation/ deployment;


	5) inter-region issues resolution through appropriate ICAO bodies; and


	6) network operations.


To ensure a proper implementation and use of the ATN within the international community, each Organization will have to  assume specific roles and responsibilities.





Roles and Responsibilities  for States (CAA’s):





1)	Preparation of a plan  for the local ATN internetwork elements (Routers, Administrative Domains, etc.);


2)	Participation in the  development of Standards and Recommended Practices (SARPs), where possible, especially in the development and validation activities;


3)	Implementation of Ground/Ground portion of the ATN Network, including ATN End-User systems and AFTN/ATN Gateways;


4)	Implementation of the ground stations of the Air/Ground portion of the ATN;


5)	Implementation of associated ATN Applications, like ADS, FIS and CPDLC; and 


6)	Perform management of administrative and routing domains, and negotiate the routing policies and management issues with other organisations.





Roles and Responsibilities for Airlines;





Implementation of the air connections from the aircraft for the Air/Ground portion of the ATN, including aircraft routing domains;


Participation in the development of Standards and Recommended Practices (SARPs), where possible, especially in the development and validation activities;


Implementation of associated ATN Applications, like ADS, FIS and CPDLC; 


Connection of AOC centres to the ATN network.,; and


Perform management of administrative and routing domains; and 


Negotiate with other Organizations Routing policies and management issues.





Roles and Responsibilities for Regional Planning Groups;





1)	Promote, within its region, the implementation and the use of the ATN;	


2)	Assist in the planning of the ATN within its region; and


3)	Assist in the management of administrative and routing domains, and assist in the negotiations with other Organizations for Routing policies and Management Issues.





6.3. Evolution and Transition





On a global scale, the transition to the ICAO CNS/ATM systems will be paced by a series of key events that must be completed for the implementation to proceed.  Several activities are currently being pursued by committees and personnel from different States that will aid in creating a smooth transition.  The benefits must be  evident to the aviation community to provide a stimulus for the transition to the new ICAO CNS/ATM systems.  The need for an evolutionary transition is critical for  every system  within the new CNS/ATM environment  The following items are important in this phase:





The transition should be carefully planned so as to avoid degradation in performance.  The safety and performance that is apparent today should not be compromised at any point during the transition; 


The planning process should ensure that the aircraft will not be burdened with a multitude of electronics during a lengthy transition.  i.e. equipment for both ACARS and ATN;


It is important that the pace of the implementation of the different systems does not vary extensively between States so that it leads to incompatibility between users.  The world-wide co-ordination of these activities is necessary if the ATN is to be optimized; and 


The services provided by the CNS should relate closely to the particular level of ATM being used by the State.  


Guidelines for transition to the new Communications system





1) The ATN should be implemented in phases;





2) If new application message processors and data link systems are implemented, they should support code- and byte-independent data transmission and be fully compatible with the ATN;





3) During the transition, States should cooperate on a bilateral and multilateral basis to ensure operation of the ATN meets the needs of international aviation and the States; and





4) States should establish procedures to ensure that security and interoperability aspects of the ATN are not compromised.  





6.4.	Migration and Implementation Planning Alternatives


Migration to the end-state ATN environment can occur in different phases (three of which are described here.  Each phase should be fully backward compatible from the migrating system, since each State may migrate at its own pace.  All new proposed systems or services should converge upon the desired end-state or transitional phase to the end-state.  The migration phases have been identified as:





1) Evaluating the current operations and planning for the future.


2) Transition to use ATN gateways, and implementation of ATN Routers.


3) Implementation of ATN in support of the new CNS/ATM environment.





6.4.1	Current ATM Operations and Planning for the Future





This phase involves examining current communications and surveillance operations.  It must take into account the current and planned inter-regional network configurations, the international communication centres, the reliability of existing circuits and channels, and the responsibilities for routing and distribution of information.  The ATN internet is made up of routers, subnetworks and an addressing plan that is unique to the ATN.  It is necessary to acknowledge the functionalities of the current system in order to create a migration path to the future ATN environment.  Regional planning groups should co-ordinate with their neighbouring regions in order to facilitate complimentary efforts for the future plans within their areas.  This phase can be divided into the following task groups:





1) Management: The final analysis of current ATM technologies and the migration plan will be handled within the individual regions.  The key issues are: 





Creation of Routing Domains for networks and subnetworks:  Users will be grouped into defined routing domains centered on policy based routing controls provided by the ATN.  All addressing domains are designed to be hierarchical in structure.  It is necessary to define these domains and areas to proceed with the design of the future ATN infrastructure.  


Development and application of SARPs:  The first package of the Standards and Recommended Practises for the Communications side of the CNS/ATM system are scheduled to be submitted to ICAO in November 1996 (ATNP/2).  This document is scheduled to be released during the same time frame.  The second package is scheduled to be completed by the year 2000.





Development of ATN routers: The router principles are defined in the SARPs and are being further developed through experimentation and testing.  The Organizations conducting these tests and trials are paving the way for the actual implementation of ATN routers.  .





The outputs from this phase of implementation will be:





complete awareness of current operations with detailed information on current network configuration;


co-ordinated transition plans of network configuration and operations;


agreements with neighbouring regions; and 


scheduling of any necessary modifications required to support future plans.





This planning phase is schedule to be completed by the end of 1998.





6.4.2	Transition to the use of Gateways and the Implementation of Routers and End Systems





The gateways will provide compatibility for the ATN systems.  The AFTN gateways are currently undergoing development and will be tested on performance.  They have been defined for two types of implementations i) stand alone (as in a PC platform) and ii) integrated into current systems. The routing considerations for the ATN gateways are based on the idea that the end user will be unaware if their communicating partners are on a different system other than the ATN.





1) Management: The ATN Gateways provide access between the two systems.  Both Type A and Type B, as define in SARPs, are to be considered part of the ATN.  The management concerns are based on negotiating traffic routes and using the available routers (Admin Domain and service providers).  





2) Building the ATN Backbone:  The main concern in the construction of the ATN backbone is the compatibility between States.  The protocols and interfaces are to be uniquely ATN so that ATN routers and gateways will be interoperable.  The transition and operation of the ATN backbone service is to be transparent to the other systems.  A defined protocol architecture will have to be implemented so that ESs converting to the ATN will be able to reach the ATN gateway and remote users.  Other concerns and guidelines are as follows:





a) Development of the SARPs: The SARPs contain the regulations for the implementation of the ATN gateways;





b) Implementation of the first routers; and





c) First exchange of ATN traffic.





3) Ground/Ground Activities: The transition of Ground/Ground (G/G) activities to ATN systems will  affect many user environments.  Systems such as AIDC, OPMET data bank, AIS and slot allocations will be of concern.  The issue of transition to the use of AFTN/ATN gateways is also necessary.





4) Air/Ground Activities: The transition of Air/Ground (A/G) activities towards the ATN is an involved and developing process.





The outputs from phase will be:





Implementation of ATN gateways;


post implementation network performance reviews; 


continued planning from the previous phase including implementation, transition and operations; and


development of OSI CNS/ATM products.





This transition phase is scheduled to be completed by the end of 1998.


�
6.4.3	Implementation of ATN in support of the new CNS/ATM environment (Full ATN Deployment)





At this point, the ATN is fully deployed, with very few Gateways left. 





1) Management: The management of the implementation (or final transition) must take several important factors into account.  The systems backward compatibility is necessary as a “fail safe” in the event that the newly implemented infrastructure fails during this phase.  Alternate routes must be available for all systems.





2) Ground/Ground and Air/ Ground: The G/G and A/G environments will be expected to operate without the use of gateways  during this phase.  These activities will be fully integrated into the CNS/ATM system.





The outputs from this phase will be:





an ICAO standardized OSI upper layer protocol architecture operating over the ATN;


a network configuration that supports the ATM environment as defined in this document for each migration phase; and


post-implementation review of performance and support.





This transition phase is schedule to be completed by the end of 1998.





6.5. ATN Transition Paths�tc  \l 2 "	ATN Transition Paths"�





When an Organization desires to make improvements to its communications infrastructure,  it can do it unilaterally, or in cooperation with one or more neighbouring communication partners. Improvement to the communication service between users, and with the format of the data to be exchanged between the users should be considered.  Neither service or data format concerns are trivial and neither can be resolved independently.  Communication between different Admin Domains and Routing Domains requires the structured architecture of the ATN.





6.5.1. Unilateral Approach�tc  \l 3 "	Unilateral Approach"�





An Organization wishing to begin unilateral transition to the ATN must do so with two concepts in mind.  The first being that the ATN implementation must be done correctly to preclude problems when an adjacent Organization implements ATN.  Secondly, the transition must not affect the systems of adjacent Organization.





� EMBED ShapewareVISIO20  ���Figure 6-1.  Unilateral ATN Deployment





AFTN Connectivity.   Figure 6-1 depicts a way to approach the unilateral type of implementation.  In the example, the ATN subnetwork is a packet switched data network and provision has been made to connect with an adjacent Organization using the AFTN/ATN gateway.  Note that as long as AFTN terminals are used within State B it is necessary to maintain some type of AFTN message switching center to support an AFTN message exchange.





Application Layer.  If an ISO application layer protocol is used to exchange messages within the State it would be possible to phase out international connections to the AFTN switching center and use AFTN/ATN gateways for all international AFTN connectivity requirements.  OSI protocols could also be used to connect ATM systems supporting higher levels of automation (e.g. flight plan data, radar data, and OPMET data).


�
6.5.2. Bilateral Approach


Figure 6-2 depicts a way to approach bilateral deployment between two adjacent States (A and B).  The concerns identified in paragraph 6.5 (ATN Transition Paths) apply.  In this case each State has agreed to upgrade their subnetworks and implement ATN routing between the States.  At least one ATN router is required for each State, which provides the inter-domain data exchanges required for the ATN. Based on network topology and cost considerations, the routers can be connected as shown or, alternately, a point to point circuit could be established between the two ATN routers.  A Permanent Virtual Circuit (PVC) is used to provide the logical equivalent of a point-to-point circuit between ATN routers to ensure that all data exchanged between the two subnetworks are subject to the policy based routing controls.  AFTN/ATN gateways are also needed to provide access to existing AFTN message switching centers.  Once the gateways are implemented, the international AFTN circuit can be discontinued.





� EMBED ShapewareVISIO20  ���Figure 6-2 Bilateral ATN Deployment





Application Layer.  If an ISO application layer protocol is used to exchange messages between the Organizations, the transition can be accomplished.  AFTN message exchange would be accomplished via the AFTN/ATN gateway. OSI protocols could also be used to connect ATM systems supporting higher levels of automation (e.g. flight plan data, radar data, and OPMET data).


Routing Policy.. Connection of ATN routers between domains requires implementation of the appropriate routing information exchange protocol.  The protocol exchanges routing information based on policy concerning which end systems are allowed to communicate between the respective domains or via an intermediate domain.  Intra-domain routing, which is not policy-based, is required when multiple routers are implemented within a domain.





6.5.3. Trilateral Approach





This approach, as shown in Figure 6-3, depicts one possible way three States could be interconnected using ATN routers.  The same concerns as identified in the bilateral approach apply.  In this example of a trilateral approach, an airline has become a Domain using and IACSP to provide routing capability to different States.  Another possibility is the implementation of a triangular trunk circuit interconnection.  It should be noted that ATN router implementations are based on policy routing principles that control which inter-domain exchanges are permitted.





� EMBED ShapewareVISIO20  ���Figure 6-3 Trilateral ATN Deployment


�
 ATN Administrative and Management Issues





7.1. Administrative Issues





7.1.1.  Ownership and Overall Administrative Issues





AOC systems, routers, network interfaces, Ground/Ground connections, Air/Ground connections and can be owned and managed by  airlines or their chartered representatives.





To simplify the overall implementation of the ATN ICAO has designated 6 World Regions.  However, co-ordination is required between communicating States to achieve initial ATM/ATN interoperability.  This effort may, in some cases, be undertaken without inter-regional co-ordination.  In other cases, inter-regional co-ordination may be required at the onset of the planning process.  Once system implementation has been planned, the actual implementation and on-going operation may require continuing inter-regional co-ordination.  As an example, one of the inter-regional activities would be to co-ordinate the alternate communication paths with neighbouring regions.  The management of ATN resources in a flow chart can be seen in figure 7-1.
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		Figure 7-1 Management of ATN Resources


Documentation of the technical and functional details of interfaces between ATM processors, between ATM processors and the ATN, and between ATN routers is necessary for proper management and operation of these complex arrangements.  Regional planning groups should develop and maintain documentation to capture the progress of their implementation and associated technical details.  As the work progresses there may be a need to apply this approach to inter-regional efforts as well.  In this way the requirement for a "globally seamless" CNS/ATM system can be supported by management functions.





7.1.2.  Domain Administration





The administration of such an extensive network is a challenging and important task.  Each ATSC and AINSC organisation is responsible for managing its own portion of the ATN.  More specifically, within the ATN, it is expected that each Administrative Domain will coincide with a Management Administrative Domain.  A Management Administrative Domain is a management domain where the related objects in it are all under the responsibility of one and only one administrative authority. Further issues concerning  the Management Administrative Domain is then the responsibility of that authority (i.e. dividing the domain into subsidiary domains). [c5 t 0226] 





Management domains are resources which for systems management purposes are represented by managed objects.  A management domain possesses at least the following properties:


a name which uniquely identifies that management domain


identification of a collection of managed objects which are members of the domain


identification of any inter�domain relationships between this domain and other domains.


Management domains may or may not overlap.  When management domains created for the same purpose do overlap, special conditions may apply.





In addition to the organisational requirement, administrative requirements exist.  These include mechanisms to:


establish and maintain the respective authorities of each management domain, to apply modification to their boundaries, and to organise the way in which some of them overlap; and 


manage the transfer of control of resources from one management domain to another. [c5 t 0224]


To meet such requirements, the Management Administrative Domain was defined. 





The ATN is very concerned with co-operation between its constituent parts.  This co-operation is key in achieving an agreed objective.  A model for the organisation of a Management Administrative Domain has been  designed and focused on reaching this objective, which all ATN participants are recommended to adopt.  This model identifies the management functionality necessary to support the Quality of Service demanded by the ATN. The ATN Systems Management Model is derived from the OSI Systems Management Model, presented in ISO/IEC 10040.  An ATN System Management Model appears in the guidance material of the SARPs.





7.2. Performance Management





The overall performance of any system must be managed to ensure optimum usage and throughput.  The ATN, although relatively large in size, must undergo similar monitoring. The most obvious reason for management is to configure the various components to reflect their role in the network. Management is also necessary for fault reporting and diagnosis; accounting for use of resources; and for managing security services.  Consequently, the ATN Systems Management Approach is based on the OSI Management Framework (ISO 7498-4).  


Performance Management is an integral part of the management of a network.  The Performance Management function can be seen in figure 7-2 as an integral part of the entire Network Management function.
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		Figure 7-2 Network Management Function Interaction





7.3. Address Management Authority





It is not possible for only one manager to manage the entire compilation of ATN addresses.  There needs to be a logical system created before management can be invoked. Before creating addresses, the knowledge required for entire systems management includes:


Protocol knowledge (e.g. application context);


Function knowledge (e.g. functions and functional units);


Managed object knowledge (e.g. classes and instances and identification of managed objects and their attributes);


Constraints on functions supported and relationships between those functions and managed objects; and 


Addressing considerations and regulations.


This Management knowledge must be established prior to management taking place, and can be established at any time, specifically:


prior to any communication taking place (e.g. configured in); and


during association establishment.


�tc  \l 2 "	Naming and Addressing"�All application names, and the associated addressing needed for connectivity between applications, are required to be assigned by a registry function.  This requirement is basically fulfilled by administrative actions that provide procedures for applying, registering and distributing unambiguous names and addresses.  Names are fundamentally associated with objects, thus each object that must be reachable must have a unique name in the communications environment. ISO standards are available that describe the naming and addressing environment that needs to be applied to the CNS/ATM.  These standards require the establishment of naming and addressing authorities to serve the users of the ATN.  The authorities should distribute naming and addressing information on a routine basis so system managers can meet operational system requirements.  This information to be provided in further document release.


The addressing authority making ATN NSAP address assignments should be aware of the need to conserve addresses to the extent operationally possible.  A single ATN NSAP address should be sufficient for a given ATM processor or terminal computer system.  ATN NSAP addresses are dynamically distributed within the routing domain to indicate the logical path to any attached ATM system.  Unnecessary assignments have a negative impact on system resources and traffic loading, resulting from the routine updating process used by the ATN routing information exchange protocols.





For naming and Addressing, a model has been developed for the ATN and appears in the guidance material of the SARPS.


�
Glossary





AAC 	Aeronautical Administrative Communications


ADS	Automatic Dependent Surveillance


AE	Application Entity


AFS	Aeronautical Fixed Service


AFTN	Aeronautical Fixed Telecommunication Network


A/G	Air/Ground


AINSC	Aeronautical Industry Service Communication


AIS	Aeronautical Information Services


AMS	Aeronautical Mobile Service


AMSS	Aeronautical Mobile Satellite System


ANM	ATFM Notification Messages


AP	Application Process


AOC	Aeronautical Operational Control


APC	Aeronautical Passenger Communications


ASM	Airspace Management


ASN.1	Abstract Syntax Notation One


ASPP	Aeronautical Fixed Service Systems Planning for Data Interchange (ASP) Panel


ATC	Air Traffic Control


ATSC	Air Traffic Service Communication


ATFM	Air Traffic Flow Management


ATIS	Automatic Terminal Information Service


ATM	Air Traffic Management


ATN	Aeronautical Telecommunication Network


ATNP	Aeronautical Telecommunication Network Panel


ATS	Air Traffic Service


BIS	Boundary Information System


CAA	Civil Aviation Authority


CIDIN	Common ICAO Data Interchange Network


CL	Connection Less


CO	Connection Oriented


CPDLC	Controller to Pilot Data Link Communications


CNS	Communications, Navigation and Surveillance


COP	Character Oriented Protocol


DCE	Data Communications Equipment


DLAC	Data Link Application Coding


DTE	Data Terminal Equipment


ES	End System


FANS	Future Air Navigation System


FIB	Forwarding Information Base


FIR	Flight Information Region


FIS	Flight Information Services


FP	Flight Plan


G/G	Ground/Ground


HDLC	High-Level Data Link Control


HF	High Frequency


IASP	International Aeronautical Service Provider


ICAO	International Civil Aviation Organization


ID	Identification


IFR	Instrument Flight Rules


IS	Information System


ISO	The International Organization for Standardization


ISO	ISO Protocol Architecture


LAN	Local Area Network


MHS	Message Handling System


MTA	Message Tranfer Agent


MTP	Manual Teletypewriter Procedures


NOTAM	Notices to Airmen


NPDU	Network Protocol Data Unit


NSAP	Network Service Access Point


OPMET	Operational Meteorological Traffic


OSI	Open System Interconnect


PANS-RAC	Procedures for Air Navigation Services - Rules of the Air and Air Traffic Services


PCI	Protocol Control Information


PER	Packed Encoding Rules


PDU	Protocol Data Unit


PIREP	Pilot Reports


PSAP	Presentation Service Access Point


PVC	Permanent Virtual Circuit


QOS	Quality of Service


RD	Routing Domain


RIB	Routing Information Base


SAR	Search and Rescue


SARP	Standards and Recommended Practices


SIGMET	Significant Meteorological Information


SNPA	Subnetwork Point of Attachment


SSR	Secondary Surveillance Radar


TSAP	Transport Service Access Point


UA	User Agent


VHF	Very High Frequency





[c3 t 0570]
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